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Introduction

Peter L. Bernstein

n my introduction to Volume 1, Number 1, of The
Journal of Portfolio Management, which appeared dur-
ing the dark days of late 1974, I observed that “none
of us can avoid being haunted by the academic diag-
nosis. . . . If all of this can add to our understanding
of what it is we are actually doing, the less the possi-
bilities will be of another round of agonies and disap-
pointments such as those we have just been
through.”

Two additional quotations from contributors to
that first issue offer conflicting views about what
would be likely to happen next. In “The State of the
Art in Our Profession,” James Vertin, an early and
persistent pioneer in the application of portfolio the-
ory to hands-on management, cheered on his peers in
the lead article with these words:

[T]he full body of knowledge now available to our
profession . . . can significantly improve our invest-
ment management product and our reputation. . . .
Given the existing problems of the investment man-
agement community, such improvement seems well
worth having. The means for obtaining it are at
hand, are freely available to those who would make
the effort to use them, and are usable now. Let’s get

on with it!

Nobel laureate Paul Samuelson, Professor of
Economics, took a much dimmer view of the possi-
bilities:

[A] respect for evidence compels me to incline to-
ward the hypothesis that most portfolio decision
makers should go out of business—take up plumb-
ing, teach Greek, or help produce the annual GNP by

serving as corporate executives. Even if this advice
to drop dead is good advice, it obviously is not coun-
sel that will be eagerly followed. Few people will
commit suicide without a push.

Samuelson’s acclaimed forecasting skills were
confirmed here: no portfolio manager I ever heard
about followed his advice to commit professional sui-
cide. Instead, a great many of them chose to follow
Vertin’s counsel to get on with it and proceeded to
learn and apply the lessons of the academic diag-
nosis.

As a consequence, the profession of portfolio
management has prospered. Armed with increasingly
sophisticated tools for understanding capital market
behavior, in all of its many manifestations across
products and around the world, today’s managers
bear little resemblance to the go-go stock pickers of
the 1960s or to the typical buy-and-hold sleepyheads
who had dominated the fixed-income markets since
the beginning of time. Since 1974, risk management
has become the driving force in portfolio manage-
ment, and the analysis of risk/return tradeoffs is
what the modern investment process is all about.
“How do you like the market?” remains a perennial
inquiry for television interviews and newspaper
quotes, but most organizations today appreciate the
uncertainties that obscure any serious answer to that
kind of question.

That is only the beginning. Twenty-five years
ago, town and gown were two worlds that were not
really on anything that could be described as speak-
ing terms. Today, the two groups are in many ways
indistinguishable, a development that my initiatives



in founding The Journal of Portfolio Management explic-
itly promised to foster. Creative research by practi-
tioners of the profession has opened important new
fields of study for academics. Many scholars in fi-
nance, now often accompanied by scientists from
other disciplines, have enthusiastically taken up the
challenges of hands-on decision-making in the capital
markets. On Wall Street today, M.B.A.’s rub shoulders
with Ph.D.’s without either taking any notice of their
differing backgrounds.

This fascinating and fruitful interchange was
the primary inspiration for putting together this col-
lection of articles from The Journal of Portfolio Manage-
ment. Both finance theory and investment practice are
at their best when they are directly addressing each
other, and Frank Fabozzi and I had a plethora of ma-
terial from which to make our selections.

There was nothing easy about the selection
process. In compiling our list of candidates for inclu-
sion in this volume, we both felt that we should focus
on the classics in the collection—papers that may
seem obvious or familiar from today’s perspective
but that in fact were laying out important new ideas
for the very first time when we published them. We
went through the material in constant astonishment
at how many articles satisfied our criteria.

I was especially pleased to note how advanced
we were in offering work in areas that today are
taken completely for granted but that were only in
their infancy at the time of publication. We carried
our first articles on international investing, including

a global approach, during the period 1975 to 1978.
Half of our Spring 1975 issue was devoted to active
fixed-income management; two of those six articles
are reproduced here. An article on options trading
appeared in our issue of Winter 1975, and we have
included highly advanced successor articles in this
volume, carrying dates as early as 1981 and 1984.

We had no choice but to exclude a large num-
ber of excellent papers because they did not qualify
as “classics.” For example, we published many im-
portant articles that presented or analyzed empirical
data in original and useful ways but that fell short of
offering an illuminating interchange between theory
and practice. Passing commentaries on transitory
events, even by distinguished authors, seemed inap-
propriate when space limitations were forcing us to
include only the most outstanding of the approx-
imately one thousand papers that we have published
since the fall of 1974.

This book is therefore a history as well as an
invitation to education. Too many of us use tools and
concepts without any sense of where they came from,
when they appeared, or why they were developed at
that particular moment. I have discovered from my
own research into the history of ideas that innovative
notions are most exciting and most illuminating in
their original versions. We learn far more by observ-
ing the pebble at the moment it strikes the water than
we could ever discover by analyzing the ever-widen-
ing ripples that emanate from the event.



PART ONE
Market Behavior

he notion that managing risk is the primary
task of portfolio management was a bitter pill for prac-
titioners to swallow in the wake of the stock market
disasters of 1972-1974. Even worse, how could anyone
imagine that equations with Greek letters could begin
to describe the rough-and-tumble of the marketplace?
The very idea that there could be a theory of market
behavior was almost impossible to grasp. But at that
time even many academics were, like the profes-
sionals, wandering through foreign territory in the
theory of finance, unsure as to where these revolu-
tionary concepts were ultimately going to lead.

The early issues of The Journal of Portfolio Man-
agement contained a large number of articles that sim-
ply laid out the essential principles of modern portfo-
lio theory. Some, like Paul Samuelson’s article in the
maiden issue, preached the new gospel—Iliterally.
Others, like Fischer Black’s classic essay on the divi-

dend puzzle, raised questions and emphasized uncer-
tainty. Soon, however, the practitioners joined in, and
practical applications and explications appeared with
increasing frequency, supplanting the more elemen-
tary papers. In time, contributors began to question
the basic principles even as practitioners were finally
beginning to accept them.

This opening section contains the papers that
most effectively trace this history from the simple to
the more complex and controversial. They are also
the contributions that were the most innovative and
ingenious in their presentations. Their authors ex-
plored the widening theoretical horizon, reflected the
fascination with conflicting evidence about how
things really do work, and examined the possibilities
opened up by these concepts for transforming the
management of investment portfolios from seat-of-
the-pants to systematic quantitative methodologies.






Challenge to judgment

Perhaps there really are managers who can outperform the market
consistently —logic would suggest that they exist. But they are

remarkably well-hidden.

Paul A. Samuelson

nce upon a time there was one world of
investment — the world of practical operators in the
stock and bond markets. Now there are two worlds
— the same old practical world, and the new world of
the academics with their mathematical stochastic pro-
cesses.

These worlds are still light-years apart: as far
apart as the distance from New York to Cambridge;
or, exaggerating a bit, as far apart as the vast width of
the Charles River between the Harvard Business
School and the Harvard Yard. Perhaps there has been
in recent years some discernible rate of convergence
between these disparate worlds. In any case, 1 would
expect the future to show some further approach be-
tween them.

Indeed, to reveal my bias, the ball is in the
court of the practical men: it is the turn of the Moun-
tain to take a first step toward the theoretical
Mohammed.

CAN ANYONE PERFORM?

Let me explain. If you oversimplify the debate,
it can be put in the form of the question,

Resolved, that the best of money managers

cannot be demonstrated to be able to deliver

the goods of superior portfolio-selection per-
formance.

Any jury that reviews the evidence, and there
is a great deal of relevant evidence, must at least
come out with the Scottish verdict:

Superior investment performance is un-

proved.

Let me not be misunderstood. The Morgan
Bank people did do better in certain years than the
average mutual fund. That is not in doubt. Nor is it
denied that the T. Rowe Price organization achieved
greater increments of wealth in certain years than did

many other organizations. And both of these may
well turn out to perform better than the market as a
whole in the future. Yet, recall that there were years
when the Dreyfus Fund, or the Enterprise Fund, or
Fidelity Funds seemed greatly to outperform the
mob. And there were other years when they didn’t.

What is at issue is not whether, as a matter of
logic or brute fact, there could exist a subset of the deci-
sion makers in the market capable of doing better than the
averages on a repeatable, sustainable basis. There is
nothing in the mathematics of random walks or
Brownian movements that (a) proves this to be impos-
sible, or (b) postulates that it is in fact impossible.

The crucial point is that when investigators —
like Irwin Friend, William Sharpe, Jack Treynor,
James Lorie, Fischer Black, and Myron Scholes, or
any Foundation treasurer of fair-minded and serious
intent — look to identify those minority groups or
methods endowed with sustainable superior invest-
ment prowess, they are quite unable to find them.
The only honest conclusion is to agree that a loose
version of the “efficient market” or “random walk”
hypothesis accords with the facts of life. This truth,
be it emphasized, is a truth about New York (and
Chicago, and Omaha); and it isas true in New York as
in Cambridge.

DEADWEIGHT TRANSACTION COSTS

This does not say that many people, or even
most people, are not capable of frittering away the
funds given them. To lose money, all you have to do
is flip a coin, buying GM on heads and selling it on
tails. That way you’ll do worse than the averages,
and worse even than holding GM or avoiding it. The
money you lose — and the odds are overwhelmingly
against you — will go to lower the losses of your
hard-pressed broker. Similarly, the transaction vol-

7



ume generated by the non-random decisions of the
vast majority of the big and small investors, who all
think they have “flair” but do not demonstrably have
it, serves only to suck economic resources out of use-
ful GNP activities like osteopathy and rock singing
into broker solicitations and bookkeeping.

This is not a condemnation of market activity:
even if eight out of ten transactions are wasteful, who
is to say which are the two that are not! It is, how-
ever, a useful hint to most pension and trust manag-
ers that their clients would in all likelihood be ahead
if their turnover rates were halved and their port-
folios were more broadly diversified. They also serve
who only sit and hold; but I suppose the fees to be
earned by such sensible and prosaic behavior are less
than from essaying to give it that old post-college try.

EQUALITY OF AVERAGE AND ALL

What logic can demonstrate is that not every-
body, nor even the average person, can do better
than the comprehensive market averages. That
would contradict the tautology that the whole is the
sum of its parts.

What statistics can suggest is this: If you select
at random a list of, say, 100 stocks and buy them with
weights proportional to their respective total outstanding
market values, although your sample’s performance
will not exactly duplicate that of a comprehensive
market average, it will come close to doing so —
closer than if you throw a dart at only one stock, but
of course not quite as close as with a sample of 200,
300, or all the stocks available in the marketplace.

EUTHANASIA OF PERFORMERS

Do I really believe what I have been saying? |
would like to believe otherwise. But a respect for evi-
dence compels me to incline toward the hypothesis
that most portfolio decision makers should go out of
business — take up plumbing, teach Greek, or help
produce the annual GNP by serving as corporate ex-
ecutives. Even if this advice to drop dead is good ad-
vice, it obviously is not counsel that will be eagerly
followed. Few people will commit suicide without a
push. And fewer still will pay good money to be told
to do what it is against human nature and self-
interest to do.

Emerson said that the world would beat a path
to the door of the person who invented a better
mousetrap. That showed what he knew about
economics. Wells Fargo set out a trial balloon in the
way of a sensible non-managed fund that embodied
essentially the whole market. Batterymarch has done
likewise. One of the American Express funds also ex-
perimented with such an outlet for pension fund

8

money. The story is not yet over, but one is left with
the impression that much underbrush has been grow-
ing up before the doors of these deviants into good
sense.

At the least, some large foundation should set
up an in-house portfolio that tracks the S & P 500
Index — if only for the purpose of setting up a naive
model against which their in-house gunslingers can
measure their prowess. Instead, most portfolio com-
mittees bolster their self-esteem by showing that they
have done better than the Value Line 1500 Index.
And no wonder: that being a geometric-mean index, I
can outperform it merely by buying ifs stocks in its
proportions; and can do so both in down markets and
up markets — since money is only sophisticated
enough to grow arithmetically, dollar on top of
(algebraic!) dollar. -

Perhaps CREF, which pioneered the variable
annuity and the variable pension plan, can be in-
duced to set up a pilot-plant operation of an unman-
aged diversified fund, but I would not bet on it. I
have suggested to my colleague, Franco Modigliani,
who presumably will be President of the American
Economic Association in 1976 (if there is a 1976), that
economists might want to put their money where
their darts are: the AEA might contemplate setting up
for its members a no-load, no-management-fee, vir-
tually no transaction-turnover fund along Sharpe-
Mossin-Lintner lines. But there may be less super-
numerary wealth to be found among 20,000
economists than among 20,000 chiropractors. For as
Shaw should have said: “Those who have, don’t
know; those who know, don’t have.”

TEST OF PUDDINGS

How does one judge the validity of what I
have been asserting? Certainly we don’t want to re-
place old dogmas about “’selectivity in search for qual-
ity” with new dogmas, however scientific their
nomenclature. The sad truth is that it is precisely
those who disagree most with the hypothesis of
efficient market pricing of stocks, those who pooh-
pooh beta analysis and all that, who are least able to
understand the analysis needed to test that hypothesis.

First, they simply assert that it stands to com-
mon sense that greater effort to get facts and greater
acumen in analyzing those facts will pay off in better
performance somehow measured. (By this logic, the
cure for cancer must have been found by 1955.)

Second, they always claim they know a man, a
bank, or a fund that does do better. Alas, anecdotes
are not science. And once Wharton School disserta-
tions seek to quantify the performers, these have a
tendency to evaporate into the air — or, at least, into



statistically insignificant “t” statistics.
SUMMING UP

It is not ordained in heaven, or by the second
law of thermodynamics, that a small group of intel-
ligent and informed investors cannot systematically
achieve higher mean portfolio gains with lower aver-
age variabilities. People differ in their heights, pul-
chritude, and acidity. Why not in their P.Q. or per-
formance quotient? Any Sheik with a billion dollars
has every incentive to track down organizations with
such high P.Q. (But, paradoxically, it takes P.Q. to
identify P.Q., so it is not easy to get off the ground.)

Anyone with special abilities earns a differen-
tial return on that flair, which we economists call a
rent. Those few with extraordinary P.Q. will not give
away such rent to the Ford Foundation or to the local
bank trust department. They have too high an 1.Q.
for that. Like any race track tout, they will share it for
a price with those well-heeled people who can most
benefit from it.

It is a mistake, though, to think that so much
money will follow the advice of the best talents
inevitably, as a matter of the logic of competitive arbitrage
alone, to leave everyone else facing a “white noise”
random-dart situation, in which every security of the
same expected variability has the same expected
mean return. From the nature of the case, there must
always be a measure of uncertainty and of doubt con-
cerning how much of one’s money one can entrust to
an adviser suspected of having exceptional P.Q.
Many academic economists fall implicitly into confu-
sion on this point. They think that the truth of the
efficient market or random walk (or, more precisely,
fair-martingale) hypothesis is established by logical
tautology or by the same empirical certainty as the
proposition that nickels sell for less than dimes.

*

The nearest thing to a deductive proof of a
theorem suggestive of the fair-game hypothesis is
that provided in my two articles on why properly an-
ticipated speculative prices do vibrate randomly.* But
of course, the weasel words “properly anticipated”
provide the gasoline that drives the tautology to its
conclusion. As I pointed out at the conclusion of the
second cited article, any subset in the market which
has a better ex ante knowledge of the stochastic pro-
cess that stocks will follow in the future is in effect
possessed of a “Maxwell’s Demon” who tells him
how to make capital gains from his effective peek into
tomorrow’s financial page reports. To be sure those
possessed of such special competence must stay a
subset of the market; if they become big enough to
dominate the process of present stock price forma-
tion, that will falsify the presumption that they are
still possessed of differential, undiscounted, ex ante
valuable knowledge.

What is interesting is the empirical fact that it
is virtually impossible for academic researchers with
access to the published records to identify any
member of the subset with flair. This fact, though not
an inevitable law, is a brute fact. The ball, as I have
already noted, is in the court of those who doubt the
random walk hypothesis. They can dispose of the
uncomfortable brute fact in the only way that any fact
is disposed of — by producing brute evidence to the
contrary.

P. A. Samuelson, “Proof That Properly Anticipated Prices
Fluctuate Randomly,” Industrial Management Review (now
Sloan Management Review), 1965, 6, 41-49; reproduced as
Chapter 198 in Samuelson, Collected Scientific Papers, Vol-
ume IlII, Cambridge, M.LLT. Press, 1967. See also my
“Proof That Properly Discounted Present Values of Assets
Vibrate Randomly,” Bell Journal of Economics and Manage-
ment Science, Autumn 1973, 4, 369-374.



The dividend puzzle

““The harder we look at the dividend picture, the more it seems like a
puzzle, with pieces that just don’t fit together.”

Fischer Black

hy do corporations pay dividends?

Why do investors pay attention to dividends?

Perhaps the answers to these questions are ob-
vious. Perhaps dividends represent the return to the
investor who put his money at risk in the corporation.
Perhaps corporations pay dividends to reward exist-
ing shareholders and to encourage others to buy new
issues of common stock at high prices. Perhaps inves-
tors pay attention to dividends because only through
dividends or the prospect of dividends do they receive
areturn on their investment or the chance to sell their
shares at a higher price in the future.

Or perhaps the answers are not so obvious.
Perhaps a corporation that pays no dividends is dem-
onstrating confidence that it has attractive invest-
ment opportunities that might be missed if it paid
dividends. If it makes these investments, it may in-
crease the value of the shares by more than the amount
of the lost dividends. If that happens, its shareholders
may be doubly better off. They end up with capital
appreciation greater than the dividends they missed
out on, and they find they are taxed at lower effective
rates on capital appreciation than on dividends.

In fact, I claim that the answers to these ques-
tions are not obvious at all. The harder we look at the
dividend picture, the more it seems like a puzzle, with
pieces that just don't fit together.

THE MILLER-MODIGLIANI THEOREM

Suppose you are offered the following choice.
You may have $2 today, and a 50-50 chance of $54 or
$50 tomorrow. Or you may have nothing today, and a
50-50 chance of $56 or $52 tomorrow. Would you pre-
fer one of these gambles to the other?

Probably you would not. Ignoring such factors

1. Footnotes appear at the end of the article.
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as the cost of holding the $2 and one day’s interest on
$2, you would be indifferent between these two gam-
bles.

The choice between a common stock that pays a
dividend and a stock that pays no dividend is similar,
at least if we ignore such things as transaction costs
and taxes. The price of the dividend-paying stock
drops on the ex-dividend date by about the amount of
the dividend. The dividend just drops the whole range
of possible stock prices by that amount. The investor
who gets a $2 dividend finds himself with shares
worth about $2 less than they would have been worth
if the dividend hadn’t been paid, in all possible cir-
cumstances.

This, in essence, is the Miller-Modigliani
theorem. It says that the dividends a corporation pays
do not affect the value of its shares or the returns to
investors, because the higher the dividend, the less
the investor receives in capital appreciation, no matter
how the corporation’s business decisions turn out.

When we say this, we are assuming that the
dividend paid does not influence the corporation’s
business decisions. Paying the dividend either re-
duces the amount of cash equivalents held by the
corporation, or increases the amount of money raised
by issuing securities.

IF A FIRM PAYS NO DIVIDENDS

If this theorem is correct, then a firm that pays a
regular dividend equal to about half of its normal
earnings will be worth the same as an otherwise simi-
lar firm that pays no dividends and will never pay any
dividends. Can that be true? How can a firm that will
never pay dividends be worth anything at all?

Actually, there are many ways for the stock-
holders of a firm to take cash out without receiving
dividends. The most obvious is that the firm can buy



back some of its shares. This has the advantage that
most investors are not taxed as heavily on shares sold
as they are on dividends received.

If the firm is closely held, it can give money to
its shareholders by giving them jobs at inflated sal-
aries, or by ordering goods from other firms owned by
the shareholders at inflated prices.

If the firm is not closely held, then another firm
or individual can make a tender offer which will have
the effect of making it closely held. Then the same
methods for taking cash out of the firm can be used.

Under the assumptions of the Modigliani-
Miller theorem, a firm has value even if it pays no
dividends. Indeed, it has the same value it would have
if it paid dividends.

TAXES

In a world where dividends are taxed more
heavily (for most investors) than capital gains, and
where capital gains are not taxed until realized, a cor-
poration that pays no dividends will be more attractive
to taxable individual investors than a similar corpora-
tion that pays dividends. This will tend to increase the
price of the non-dividend-paying corporation’s stock.
Many corporations will be tempted to eliminate div-
idend payments.

Of course, corporate investors are taxed more
heavily on realized capital gains than on dividends.
And tax-exempt investors are taxed on neither. But it
is hard to believe that these groups have enough im-
pact on the market to outweigh the effects of taxable
individuals.

Also, the IRS has a special tax that it likes to
apply to companies that retain earnings to avoid the
personal taxation of dividends. But there are many
ways to avoid this tax. A corporation that is making
investments in its business usually doesn’t have to pay
the tax, especially if it is.issuing securities to help pay
for these investments.

If a corporation insists on paying out cash, it is
better off replacing some of its common stock with
bonds. A shareholder who keeps his proportionate
share of the new securities will receive taxable interest
but at least the interest will be deductible to the corpo-
ration. Dividends are not deductible.

With taxes, investors and corporations are no
longer indifferent to the level of dividends. They pre-
fer smaller dividends or no dividends at all.

TRANSACTION COSTS

An investor who holds a non-dividend-paying
stock will generally sell some of his shares if he needs
to raise cash. In some circumstances, he can borrow
against his shares. Either of these transactions can be

costly, especially if small amounts of money are in-
volved. So an investor might want to have dividend
income instead.

But this argument doesn’t have much sub-
stance. If investors are concerned about transaction
costs, the corporation that pays no dividends can ar-
range for automatic share repurchase plans, much like
the automatic dividend reinvestment plans that now
exist. A shareholder would keep his stock in trust, and
the trustee would periodically sell shares back to the
corporation, including fractional shares if necessary.
The shareholder could even choose the amounts he
wants to receive and the timing of the payments. An
automated system would probably cost about as much
as a system for paying dividends.

If the IRS objected to the corporation’s buying
back its own shares, then the trustee could simply sell
blocks of shares on the open market. Again, the cost
would be low.

Thus transaction costs don’t tell us much about
why corporations pay dividends.

WHAT DO DIVIDEND CHANGES TELL US?

The managers of most corporations have a ten-
dency to give out good news quickly, but to give out
bad news slowly. Thus investors are somewhat sus-
picious of what the managers have to say.

Dividend policy, though, may say things the
managers don’t say explicitly. For one reason or
another, managers and directors do not like to cut the
dividend. So they will raise the dividend only if they
feel the company’s prospects are good enough to sup-
port the higher dividend for some time. And they will
cut the dividend only if they think the prospects for a
quick recovery are poor.

This means that dividend changes, or the fact
that the dividend doesn’t change, may tell investors
more about what the managers really think than they
can find out from other sources. Assuming that the
managers’ forecasts are somewhat reliable, dividend
policy conveys information.

Thus the announcement of a dividend cut often
leads to a drop in the company’s stock price. And the
announcement of a dividend increase often leads to an
increase in the company’s stock price. These stock
price changes are permanent if the company in fact
does as badly, or as well, as the dividend changes
indicated.

If the dividend changes are not due to forecasts
of the company’s prospects, then any stock price
changes that occur will normally be temporary. If a
corporation eliminates its dividend because it wants to
save taxes for its shareholders, then the stock price
might decline at first. But it would eventually go back
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to the level it would have had if the dividend had not
been cut, or higher.

Thus the fact that dividend changes often tell us
things about the corporations making them does not
explain why corporations pay dividends.

HOW TO HURT THE CREDITORS

When a company has debt outstanding, the
indenture will almost always limit the dividends the
company can pay. And for good reason. There is no
easier way for a company to escape the burden of a
debt than to pay out all of its assets in the form of a
dividend, and leave the creditors holding an empty
shell.2

While this is an extreme example, any increase
in the dividend that is not offset by an increase in
external financing will hurt the company’s creditors. A
dollar paid out in dividends is a dollar that is not
available to the creditors if trouble develops.

If an increase in the dividend will hurt the
creditors, then a cut in the dividend will help the
creditors. Since the firm is only worth so much, what
helps the creditors will hurt the stockholders. The
stockholders would certainly rather have $2 in div-
idends than $2 invested in assets that may end up in
the hands of the creditors. Perhaps we have finally
found a reason why firms pay dividends.

Alas, this explanation doesn’t go very far. In
many cases, the changes in the values of the stock and
bonds caused by a change in dividend policy would be
so small they would not be detectable. And if the
effects are large, the company can negotiate with the
creditors. If the company agrees not to pay any div-
idends at all, the creditors would presumably agree
to give better terms on the company’s credit. This
would eliminate the negative effects of cutting the
dividend on the position of the stockholders relative to
the creditors.

DIVIDENDS AS A SOURCE OF CAPITAL

A company that pays dividends might instead
have invested the money in its operations. This is
especially true when the company goes to the markets
frequently for new capital. Cutting the dividend, if
there are no special reasons for paying dividends, has
to be one of the lowest cost sources of funds available
to the company.

The underwriting cost of a new debt or equity
issue is normally several percent of the amount of
money raised. There are no comparable costs for
money raised by cutting the dividend.

Perhaps a company that has no profitable in-
vestment projects and that is not raising money exter-
nally should keep its dividend. If the dividend is cut,
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the managers may lose the money through unwise
investment projects. In these special cases, there may
be a reason to keep the dividend. But surely these
cases are relatively rare.

In the typical case, the fact that cutting the
dividend is a low cost way to raise money is another
reason to expect corporations not to pay dividends. So
why do they continue?

DO INVESTORS DEMAND DIVIDENDS?

It is possible that many, many individual inves-
tors believe that stocks that don’t pay dividends
should not be held, or should be held only at prices
lower than the prices of similar stocks that do pay
dividends. This belief is not rational, so far as I can tell.
But it may be there nonetheless.

Add these investors to the trustees who believe
itis not prudent to hold stocks that pay no dividends,
and to the corporations that have tax reasons for pre-
ferring dividend-paying stocks, and you may have a
substantial part of the market. More important, you
may have a part of the market that strongly influences
the pricing of corporate shares. Perhaps the best evi-
dence of this is the dominance of this view in invest-
ment advisory publications.

On the other hand, investors also seem acutely
aware of the tax consequences of dividends. Investors
in high tax brackets seem to hold low dividend stocks,
and investors in low tax brackets seem to hold high
dividend stocks.3

Furthermore, the best empirical tests that I can
think of are unable to show whether investors who
prefer dividends or investors who avoid dividends
have a stronger effect on the pricing of securities.*

If investors do demand dividends, then corpo-
rations should not eliminate all dividends. But it is
difficult or impossible to tell whether investors de-
mand dividends or not. So it is hard for a corporation
to decide whether to eliminate its dividends or not.

PORTFOLIO IMPLICATIONS

Corporations can’t tell what dividend policy to
choose, because they don’t know how many irrational
investors there are. But perhaps a rational investor can
choose a dividend policy for his portfolio that will
maximize his after-tax expected return for a given level
of risk. Perhaps a taxable investor, especially one who
is in a high tax bracket, should emphasize low div-
idend stocks. And perhaps a tax-exempt investor
should emphasize high dividend stocks.

One problem with this strategy is that an inves-
tor who emphasizes a certain kind of stock in his
portfolio is likely to end up with a less well-diversified
portfolio than he would otherwise have. So he will



probably increase the risk of his portfolio.

The other problem is that we can’t tell if or how
much an investor will increase his expected return by
doing this. If investors demanding dividends domi-
nate the market, then high dividend stocks will have
low expected returns. Even tax-exempt investors, if
they are rational, should buy low dividend stocks.

On the other hand, it seems that rational inves-
tors in high brackets will do better in low dividend
stocks no matter who dominates the market. But how
much should they emphasize low dividend stocks? At
what point will the loss of diversification offset the
increase in expected return?

It is even conceivable that investors overem-
phasize tax factors, and bid low dividend stocks up so
high that they are unattractive even for investors in the
highest brackets.

Thus the portfolio implications of the theory are
no clearer than its implications for corporate dividend
policy.

What should the individual investor do about

dividends in his portfolio? We don’t know.
What should the corporation do about dividend
policy? We don’t know.

1 See Merton H. Miller and Franco Modigliani, “Dividend
Policy, Growth, and the Valuation of Shares.” Journal of
Business 34 (October, 1961): 411-433. Also Franco Modigliani
and Merton H. Miller, “The Cost of Capital, Corporation
Finance, and the Theory of Investment: Reply.” American
Economic Review 49 (September, 1959): 655-669.

2 This issue is discussed in more detail in Fischer Black and
Myron Scholes, “The Pricing of Options and Corporate
Liabilities.” Journal of Political Economy 81 (May/June, 1973):
637-654.

3 See Marshall E. Blume, Jean Crockett, and Irwin Friend,
“Stockownership in the United States: Characteristics and
Trends.” Survey of Current Business 54 (November, 1974):
16-40.

4 See Fischer Black and Myron Scholes, ““The Effects of Div-
idend Yield and Dividend Policy on Common Stock Prices

and Returns.” Journal of Financial Economics 1 (May, 1974):
1-22.
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The capital asset
pricing model and
the market model

““The concept of reward to equity market risk (or beta) is a theoretical
insight that, in my view, is likely to endure.”

Barr Rosenberg

s Beta Dead?”” (Wallace [1980]) and other
recent articles have asked whether broad conse-
quences, disastrous to modern investment technol-
ogy, would result from misspecification of the Capital
Asset Pricing Model (CAPM), or worse yet, from
falsehood of the model. The criticisms have cited im-
precise specification of the market portfolio as a mis-
application of the CAPM, and have emphasized the
difference between the “efficient portfolio” and the
market portfolio when the CAPM s false. The purpose
of this article is to evaluate these criticisms.

Many of the constructs of the ““market model”
are widely used in investment: ‘“market portfolio,”
“‘systematic risk and return,” “residual” or “diversi-
fiable risk and return,” “‘alpha,”” “beta.” These ideas
play an important role in the methods of “modern
portfolio theory.”

The Capital Asset Pricing Model of Sharpe,
Lintner, and Mossin is the origin of these formal con-
structs. The constructs of the CAPM are important
building blocks that retain validity in numerous appli-
cations, even where the CAPM fails. Sharpe’s [1963,
1964] clear demonstration of the CAPM stimulated di-
verse quantitative methods in investment. Most of
them, however, turn out to be justified by other argu-
ments and not by the CAPM at all.

The CAPM is theory, but, paradoxically, the
role of the CAPM as “theory” leading to application
has been less important than its role in mobilizing at-
tention and in defining constructs. We should keep in
mind that the CAPM is not ““true,” since many of its
assumptions are not exactly satisfied in the real world.
Indeed, the CAPM rules out active management and
investment research, and thus abolishes most appli-
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cations at the stroke of a pen, by virtue of the unrealis-
tic assumptions that it makes.

Some common applications do depend upon
the correctness of the simple CAPM, or its extensions,
in describing equilibrium returns. For these cases, one
reaction to recent criticism can be paraphrased as fol-
lows: Is the CAPM true? No. Is imprecise knowledge of
the market portfolio an important factor in this? No.
Does the approximated market portfolio retain an im-
portant role in the reconstructed applications that
emerge from recognition of the falsehood of the
CAPM? In my judgment, yes, but there is controversy
on this point (Ross [1977, 1978]). Hence, I would view
the particular criticism centered upon imperfect
knowledge of the market portifolio as a “red herring,”
distracting us from more useful criticisms that open
out interesting paths of inquiry.

Applications of theory to active management,
in contrast, can have meaning only if the CAPM is
false! With regard to each application, the central
questions are: Since the application does not depend
on the CAPM, what is the justification? Does the mar-
ket portfolio play an important role in the application?
If so, how sensitive is the application to the kinds of
error we are likely to make in specifying the market
portfolio? Should we seek an “efficient portfolio,” so
as to do the application more wisely?

The conclusion seems to be that the market
portfolio does play a natural role, and that likely spec-
ification errors are relatively unimportant. By contrast,
the ““true efficient portfolio” is not a useful construct: If
we knew the efficient portfolio, the need for the appli-
cantion would disappear! Consequently, it is a logical
contradiction to rely on a hypothetical efficient



portfolio to improve application that is rendered void
by that hypothesis.

In summary, I shall argue that criticisms of ap-
plications of theory that are based on imperfect knowl-
edge of the market and the efficient portfolio are not
very productive. Nevertheless, these critiques may
have been fruitful since they have led to widespread
discussion of subleties that might otherwise have been
glossed over.

The plan of this article as as follows. The first
section reviews the simple CAPM, its unrealistic as-
sumptions, and its provocative implications. The sec-
ond section progressively relaxes the assumptions in
the direction of greater realism, and sketches some
consequences.

The third section examines applications of the
“‘market model”” that depend upon the importance of
the “market factor””: market timing, performance at-
tribution to market timing, research that breaks out
market forecasts from forecasts of other components
of return, studies of reward to market risk exposure,
and representation of the market return in an asset-
allocation decision. The fourth section considers ap-
plications in which the market portfolio is important
because it is the average of investors’ portfolios: Index
funds, the “universal performance benchmark,” and
the idea of nonconsensus forecasts. The applications
discussed through this point are not dependent on the
CAPM, and are little affected by criticisms of the
model.

The fifth section considers the extension of the
CAPM into a multiple-factor context in which several
factors may be rewarded, and the prediction of
equilibrium rewards in this context. The sixth touches
briefly upon the investment decision of the client who
has, or considers having, multiple managers, and the
requisites for performance analysis on behalf of such a
client. The final section addresses applications where
the falsehood of the CAPM is an important factor: the
setting of risk-adjusted rates of return for security val-
uation, capital budgeting, and rate regulation.

THE ORIGINAL CAPITAL ASSET PRICING MODEL

Well before the CAPM, Markowitz [1959]
pioneered the application of decision theory to in-
vestment. His was the crucial insight that portfolio
optimization is characterized by a trade-off of the re-
ward (expected return) of the individual security
against the contribution of that security to portfolio
risk. The key aspect of the security’s risk is the con-
tribution to portfolio risk, rather than its own risk. The
optimal trade-off of expected reward against the con-
tribution to portfolio risk is ““the Markowitz condi-

tion;” this condition (and its extensions when investor
goals are more complex) remains the central core of
portfolio optimization. Indeed, portfolio optimization
systems exist independently of the CAPM.

The CAPM studies a capital market in which all
investors independently optimize and achieve the
Markowitz condition for their portfolios. The CAPM
characterizes the equilibrium condition of the market,
when all individuals optimize their circumstances.
The CAPM considers supply and demand in the capi-
tal market. It exploits the market-clearing condition
that, at equilibrium, demand equals supply.

To obtain a neat equilibrium solution, the basic
CAPM uses simplified assumptions: (1) All investors
have identical expectations about security rewards; (2)
all investors have identical expectations about security
risks; (3) investors experience identical net returns
(taxes and investment expenses are identical); (4) there
are no investment constraints (no limits on borrowing
or lending, no short-selling restrictions, no upper
bounds on holdings); (5) there is a risk-free asset,
which is borrowed or lent at identical rates; (6) all in-
vestors maximize mean/variance utility functions over
a common investment horizon and are risk-averse; (7)
investors experience risk only from the investment
portfolio (there are no risky assets or liabilities
excluded from the problem); (8) markets are perfect
(each investor is a price-taker who does not believe he
can influence price, there are no transaction costs and
no costs of acquiring information).

Evidently, these statements rule out many as-
pects of diversity and assume away the process of in-
formation search and forecasting. The conclusions fol-
lowing from the assumptions are consequently clear-
cut: (1) Each individual investor’s porfolio satisfies the
Markowitz condition; (2) each investor’s portfolio of
risky assets has the same composition as all other in-
vestors’; (3) the market portfolio, which is the aggre-
gate of all portfolios, therefore has this same composi-
tion; (4) hence, the market portfolio is efficient for all
investors, the unique “mutual fund”’ of all risky assets
that exactly suits the needs of all investors; (5) since the
market portfolio is efficient, any other portfolio of
risky assets is inferior; (6) investors price each security
in the market so that its expected reward compensates
for its contribution to risk in the market portfolio (i.e.
the equilibrium equation is the familiar “security mar-
ket line,” with expected excess security return being
proportional to beta— in other words, alpha s zero for
all securities); (7) hence, every portfolio also has an
alpha of zero and every portfolio other than the market
portfolio is inferior to the market portfolio because it
has incremental diversifiable risk — not because it has
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a negative alpha.

THE TRANSITION FROM THE CAPM TO
APPLICATION

If the CAPM were strictly true, there would be
no active management. All investor expectations
would be identical, and all investors would hold a
single ““consensus portfolio.”” The correct prices for as-
sets would emerge magically as the consequence of
costlessly materialized expectations. There would be
no investment research.

We will find it interesting to trace a sequence of
relaxations of the assumptions, which adds realism
and consequently leads to more relevant and fruitful
predictions. In what follows, I have tried to list suc-
cessive relaxations in approximate order of impor-
tance, beginning with the most significant.

1. Investors actually experience different
earned, after-tax returns due to differential tax law.
Because different classes of investors face different tax
laws, they hold grossly different portfolios. For
example, municipal bonds are held by taxable inves-
tors, not by tax-exempt investors, and preferred stocks
are held more by corporate investors than by indi-
viduals. Each investor favors those securities for
which he has a comparative advantage (a lower tax,
relative to other investors). Features of assets that are
important to tax law, including the distribution of re-
turn between yield and capital gain, become important
to each investor’s portfolio decision. Therefore, these
same features are important to aggregate demand and
consequently figure in market equilibrium (Brennan
[1970).

2. Investors have diverse expectations, ob-
tained by a research process and influenced by the ac-
tions of other investors in the market. Since expecta-
tions are diverse, there is no set of “’true expectations”
revealed to any market participant that he may use to
define the true ex ante efficient portfolio. In practice,
there is no such thing. Instead, the research process of
each investor builds a set of expectations that consti-
tute best judgment. The efficient portfolio of the inves-
tor, defined with respect to his or her expectations, is
not efficient in any absolute sense. The market-
clearing process now reflects, not “true expectations”
asinthe CAPM, buta “consensus expectation,” which
is an average of investors’ expectations (Lintner
[1969]).

The opportunity to do valuable research creates
a competitive research contest among market partici-
pants. The need to evaluate diverse skill generates per-
formance analysis. Since profit from research is gained
through portfolio revision, transactions tend to dis-
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close beliefs of market participants, which results in a
competitive trading process.

Costs of information and research must be de-
bited against investment returns, except in the case of
the passive investor who accepts market prices as
“fair”’ at all times. Securities with higher information
costs per dollar invested hence require a higher return
to compensate. For smaller companies, the magnitude
of potential investment is so small that the investor
may require a significant premium return to offset the
minimum cost of effectively monitoring the security.
This argument suggests that small companies may
offer higher gross returns in equilibrium, before de-
duction of the information costs.!

3. A group of like securities, such as equities,
is often styled as *‘the market”” when itis actually only
“ a market” among multiple markets of risk assets.
Analysis within one such market is actually only one
component of a larger optimization problem: For
example, when analyzing equities separately from
bonds, or when separately analyzing individual
countries in a multinational portfolio. Moreover, in-
vestors are exposed to risks arising from nonfinancial
assets (claims on labor income and personal prop-
erty). Such risks are tied to personal skills and prefer-
ences, the risks are often uninsurable, and the assets
and liabilities may not even be marketable. These
omissions can be classed as “excluded assets and
liabilities” (Rudd and Rosenberg [1980]). Investors
are concerned not only with the variance of their
risky-asset portfolio within a “‘market,” but also with
the covariance of the risky-asset portfolio with other
risky events in the economy. Investors’ attitudes
toward these factors of covariance are diverse and
express a need to hedge within the capital market
those individual risk exposures that are outside the
capital market. Investors’ holdings within the market
differ for this reason. “Optimization” in any one
market, ignoring excluded opportunities, is subopti-
mal.

4. There are constraints upon investment.
Costs of borrowing and short positions are typically
higher than the returns from lending or long po-
sitions. Moreover, widespread institutional barriers
against short positions persist. Often, barriers against
high concentration persist as well. The result is that
any typical investor is a true “‘marginal investor’” on
only a fraction of issues; on other issues, the position
is already at a constrained bound and is not altered by
some changes in expected security return. The *“con-
sensus’’ appraisal of a security responds differently,

1. Footnotes appear at the end of the article.



and less sensitively, to changes in constrained inves-
tor expectations.

5. There are transaction costs arising from
commissions and spreads as well as frequent and
substantial transaction costs or benefits associated
with tax effects and book-value accounting. As a re-
sult, many positions are “grandfathered,” so that the
investor requires a substantial change in expected
reward to induce a trade. Transaction costs also
influence equilibrium returns, because the investor
must allow for the expected cost of transaction. There
are also investment costs associated with custody of
securities and accounting of returns. Securities hav-
ing relatively high expected investment and transac-
tion expenses must have higher equilibrium rewards
to compensate. For example, there are higher trans-
action costs in the purchase and eventual sale of se-
curities having illiquid markets; such securities will be
traded less often, but since they must be traded occa-
sionally, a higher gross return may be required in
egiuilibrium to amortize this expense.

There are unusually large surveillance and ac-
counting costs when a security’s trading is suspended
due to extreme uncertainty or reorganization; hence,
companies with higher probability of bankruptcy may
exhibit higher equilibrium gross returns, to provide a
cushion to cover possible expenses of this kind.

6. Unpredictable inflation causes assets with
fixed nominal returns to have risky “‘real” returns (re-
turns expressed in purchasing power). Unless
inflation-indexed, default-free bonds exist, there is
no true risk-free asset. This fact makes minimum-risk
portfolios of risky asssts a more relevant investment
vehicle.

7. Investors have diverse goals. We can ap-
proximate these moderately well by mean/variance
utility functions defined over the return (or the
logarithm of return) over a short holding period, but
this ““induced myopic utility function” cannot capture
all of the subtleties of the multiperiod decision prob-
lem, particularly when returns are themselves serially
dependent, as is the case for nominal returns on
bonds, or when there are investment vehicles with
highly assymetric distributions of returns, as is the
case with options.

Also, some investors are obligatory holders of
certain securities: The most prevalent causes are re-
tention of voting control of the coporation and incent-
ive compensation for management and employees. In
some cases, large fractions of outstanding shares may
be closely held and ““disappear from the market” for
extended periods.

8. When the theory calls for us to compute
the portfolio of all outstanding assets, there are prob-

lems in specifying this portfolio. Since these prob-
lems are central to the ambiguity of the “market
portfolio,” it is important to go into them carefully. In
the best of circumstances, a security is unambiguous
in definition and publicly recorded: For example, a
common stock registered with the SEC. Here, there
may be problems in finding the number of securities
outstanding, but such information is being steadily
collected worldwide for most categories of financial
assets. The difficulty here is to identify cross-
ownership (one corporation owning another’s stock);
outstanding securities that are held as an asset of
some other security should not be double-counted;
fortunately, holdings of public companies in excess of
5% are registered in the U.S.

Other assets are unambiguous in definition,
but hard to find. These include unregistered common
stocks, privately placed debt, and nonfinancial assets
(homogenous assets such as commodities are less of a
problem than heterogeneous assets such as real estate
and antiques).

Finally, there are assets that are ambiguous in
their very definition, such as the present value of
labor income (an unmarketable asset) and govern-
ment debt. Government debt is an investors’ asset
that is offset by taxpayers’ liability in the form of the
obligation to pay future taxes. As we pursue the
reasoning implied by the aggregate social balance
sheet, more and more assets tend to be offset by
liabilities, so that the risk associated with them is a
risk of redistribution, rather than a risk to the soci-
ety’s aggregate portfolio. Redistributive risks arising
from the political process are very difficult to model.

The response to these problems is to separate
assets into broad homogeneous classes or “‘markets”’
and to use an index of approximate outstandings of
more prominent securities in each market as a surro-
gate for the total market. Weaknesses of this solution
are unrepresentativeness within the market, which
we will argue is of small import, and exclusion of as-
sets and liabilities, the problem mentioned above.

THE MARKET FACTOR

In view of the deficiencies of the simple
CAPM, its great effect upon application must be ex-
plained through the vitality of its constructs and the
manner of thinking that it has engendered.

One major contribution has been to call atten-
tion to the distinction between market-related and
residual return. The “market model” expresses the
return on every security as the sum of a systematic
(market-related) component and a residual compo-
nent that is uncorrelated with the market. The secu-
rity’s response to the market is its systematic risk
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coefficient, or beta. The mean and variance of the
market return determine, through the beta
coefficient, the systematic mean and variance of a se-
curity or portfolio. The expected value of the residual
component and the residual variance are important
properties of the security’s residual return, and
covariance among residual returns is important for
portfolio residual variance.

The CAPM thus emphasizes the return on the
market portfolio (or a surrogate for it). Empirical
studies have shown that we can use the return onany
stock market index to explain a large fraction of the
variance of individual security returns and a still
larger fraction of the variance of portfolio returns.
This confirms long-standing recognition of “‘market
movements.”

Within each investment ‘“‘market,” such as
equities, bonds, or real estate, securities tend to move
up and down together. The statement, “The market
is up,” or “The market is down,” would be meaning-
less otherwise. Numerous studies have since
confirmed that in each market one “prominent fac-
tor’”” accounts for a far greater porportion of the var-
iability of security returns than any other single fac-
tor, and that all — or almost all — security returns re-
spond to the factor in the same direction. Following
common parlance, this can be called the ““market fac-
tor.”

Studies in equity and bond markets confirm
that broad-based indexes of returns within each mar-
ket are highly correlated, even though the included
securities and index weights are different. The corre-
lation is so high because any widely based and cor-
rectly computed index tends to show up the promi-
nent factor and becomes a surrogate for it.

Since this factor is so prominent, we should
naturally take it into account in the investment proc-
ess. Active investors almost universally attempt to
forecast the movements of the market, although
many do not make “market timing” an important
element of their investment policy. In many organi-
zations, “top-down”’ guides to security analysts are
provided in the form of market forecasts; individual
analysts forecast individual security returns condi-
tional upon the market forecast.

We can use any widely based index to define
the market. There are reasons, however, for using a
“market portfolio” that is a capitalization-weighted
average of all outstanding securities in the market.
For one thing, investment return on this portfolio is
the aggregate of return for all investors and therefore
a natural variable in a macroeconomic model. Fur-
thermore, since the market portfolio is the weighted
average of all investors’ holdings, weighted by their
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wealth, its value reflects a weighted average of all in-
vestors’ valuations, or, in some sense, a ‘“‘consensus
valuation.”

An important element of performance analysis
is the attribution of return among various aspects of
investment strategy. Because of the prominence .of
the market factor, strategy with respect to that factor
is usually the first aspect to be emphasized, and Fama
[1972] suggested that market timing be distinguished
from selectivity of individual stocks as an element of
performance, as did Rosenberg [1978]. This perform-
ance decomposition requires specification of a market
return. The natural surrogate to use is the market
index that is being forecast and with respect to which
strategy is defined. Since the concern is to identify
investment strategy, the index that is called for
should be the index the investor is using.

The broad-based index, as market factor sur-
rogate, is also important in historical studies of the
reward to market factor risk exposure. Using any
definition of the market factor, it is a legitimate ques-
tion to ask how security returns have related to the
security’s exposure to that factor. Of course, this is
only a pure test of the CAPM if the market-factor sur-
rogate return is identical to the market portfolio re-
turn.

Putting aside such niceties, we can still consider
the important question of the actual historical pattern
of compensation. Several studies have shown that
there has been higher historical average reward for
higher beta stocks. Moreover, the comparative studies
to date have found little change in the estimated
amount of reward when we vary the definition of the
market index among broad-based indexes. In other
words, the exact definition of the market portfolio has
not had animportant effect upon the estimated reward
for exposure to risk of the equity market factor.

Another important application of the ‘‘market
factor” is as a surrogate for investment opportunities
in that market, for consideration in a decision problem
by an investor who is ““allocating investment”” across
various markets. In this application, what is required
is a representative index for each of several markets.
Again, the “market portfolio” for each market is a
natural index to use, since it is typical of all investors in
the market.

As soon as the CAPM was publicized, research
showed that securities had different degrees of re-
sponsiveness to the market factor (different betas).
Later, we found that significant differences in beta
could be consistently predicted. Of course, the exact
definition of beta follows from the chosen surrogate
for the market factor.

Precisely because of the great prominence of the



market factor in all broadly based indexes, however,
substitution of one such index for another changes the
definition of beta very little. What occurs is largely a
change in the scale of betas (as from Fahrenheit to
Centigrade), with little relative change in individual
betas. Of course, real changes do emerge when one
index is significantly biased relative to another, soas to
have importantly different exposure to some second-
ary common factor in the market. On the other hand,
these are second-order changes, because the market
factor is so much the most prominent. Therefore, beta
becomes a meaningful and predictable characteristic of
a security.

In these applications, expected residual return
is, by definition, that element of expected return thatis
not due to the market. Expected residual return is
therefore a key description of the individual security in
any investment process where we single out the mar-
ket return. The distinction between residual and market-
related return is a consequence of the structure of the in-
vestment process (by virtue of the market return being a dis-
tinct construct), and not a result of the CAPM. Since we
express expected residual return conventionally in
terms of the intercept of the security market line
(zero-beta return) and the individual security’s alpha,
alpha is the natural way of describing the security’s
desirability for investment purposes, net of attractive-
ness arising from exposure through its beta to zero-
beta and market returns. There is nothing mysterious
about this alpha; it is simply an expression of judg-
ment on the security’s expected return. For the same
reason as with beta, alpha changes little when one
broad-based market index is substituted for another.

Note that none of the applications discussed in
this section have been dependent upon the CAPM,
nor are they importantly influenced by the exact
definition of the market portfolio.

THE AGGREGATE OF INVESTORS’ PORTFOLIOS

The CAPM rests upon the market-clearing
condition that aggregate demand must equal aggre-
gate supply. Aggregate demand is the sum of all inves-
tors’ portfolios. Aggregate supply is the ensemble of
securities, which, when viewed as the portfolio of all
outstanding assets, is the market portfolio. Therefore
the average of all investors’ portfolios, weighted by the
values of their investments, equals the market
portfolio. The investment-weighted average of the re-
turns on investors’ portfolios similarly equals the mar-
ket portfolio return. This simple relation, an account-
ing identity, has profound consequences.

One consequence is an argument for a passive
investment strategy equal to the market portfolio.
Such strategies have come to be called “index funds.”

If carefully constructed, the fund earns a gross return
equal to the market portfolio return. The net return is
less, due to small costs of transactions and a small
passive management fee. The market portfolio return
is also the average of all investors’ gross returns. Aver-
age net returns of all investors are lower due to trans-
action and management costs, and these expenses are
significantly greater for active investors than for the
passive fund.

Hence, the net return of the index fund is
higher than the average net return of all investors.
Moreover, since active investors’ positions diverge
from one another in the attempt to profit from diverse
expectations, investors, on average, take more risk
than is present in the market portfolio. Consequently,
the passive ““market portfolio” strategy earns an
above-average net return at a below-average risk.

Imprecise specifications of the market portfolio
can damage this argument only if the error causes a
failure to capture the average return of investors. Since
data on institutional investors’ holdings are in the

, public domain, we can compute and approximate the

average holdings of this population of investors. There
seems little chance that the ambiguity of stock and
bond market portfolios is a significant obstacle to at-
taining above-average net performance through a
broadly based passive ““market fund.”

The CAPM asserts that the “market portfolio”
is not just average in gross return, but also “efficient””:
The market-portfolio strategy is the perfect strategy
for all investors. But the valid claim of above-average
net return is more important than the problematic
claim of perfection. My impression is that the CAPM-
based argument of efficiency has been peripheral in
the marketing of index funds. If it were crucial, surely
there would have been efforts to adhere to the exact
requirements of the CAPM by making equity index
funds closely representative of the capitalization-
weighted equity sector. Instead, the first passive fund
followed an equal-weighted index, and most
strategies since that time have matched conspicuous
indexes such as the S&P 500 or the Dow Jones Indus-
trials, rather than a broader index such as the NYSE.

Universal performance comparison with the
market portfolio is another application that follows
upon recognition that the market portfolio returnis an
average gross investor return. The market portfolio re-
turn defines the average gross payoff of the invest-
ment “game’”’ in any market. In other words, average
residual performance, rélative to the market return, is
zero. Comparison with the market portfolio defines a
zero-sum game.

One widespread use of performance measure-
ment is to array the accomplishments of many man-
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agers in competition with one another. For this pur-
pose, there might seem to be no reason for the inclu-
sion of the market portfolio return as a universal
benchmark: After all, the managers’ returns can sim-
ply be ranked in deciles. Nevertheless, anindex that is
a good surrogate for the market portfolio return is a
desirable benchmark for several reasons.

First, the index does define the average gross
return in the competition to the extent that average
holdings of the investors approximate the weights of
the index. Second, the index provides an unambigu-
ous and unbiased benchmark. By contrast, percentiles
of comparison populations tend to be biased, due to
selective survivorship and due to retrospective inclu-
sion of favorable past history of new entrants. Third, if
passive funds track the index, the index represents a
conspicuous investment alternative and is interesting
for this reason.

Misunderstanding has been widespread to the
effect that performance comparisons versus the mar-
ket portfolio are undermined by the falsehood of the
CAPM. According to this argument, it is the efficiency
of the market portfolio that makes such comparison
interesting, rather than its average character. '

We must dispose of this misconception. In
order to know the efficient portfolio (or the efficient
frontier), one must have absolute foreknowledge of
the true properties of all portfolios — both expected
reward and risk. Computation of an estimate of those
properties, based upon some performance numbers,
is then a meaningless exercise: If the computations
produce a different answer, this must be due to statis-
tical noise. In short, knowledge of the efficient
portfolio renders performance analysis meaningless.
Nor can any paradigm for performance analysis be
based upon hypothetical knowledge of the efficient
portfolio, unless the purpose of the exercise is to reject
that hypothesis, and by so doing, to deny meaning to
the claim of efficiency.

Since the true efficient portfolio is unavailable
and irrelevant to performance measurement, the next
question is whether a benchmark that is believed to be
more efficient that the average (market) portfolio is a
meaningful possibility. For performance analysis by a
single investor, reflecting his special circumstances,
this is a valuable step, discussed below. As a device for
universal comparison, however, any such benchmark
destroys itself. Any candidate portfolio other than the
average holding, which is believed to be more efficient
for the average client, is intrinsically self-disfulfilling.
As soon as the candidate portfolio is accepted as being
more efficient, managers naturally attempt to move
the average of their holdings away from the present
average portfolio toward the candidate. As market
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prices adjust to changing demand, the efficiency ad-
vantage of the candidate portfolio must erode; the
process of adjustment cannot cease until the average
portfolio becomes efficient and thereby supplants the
candidate.

The self-destruction argument relies on disclo-
sure of the candidate portfolio to all investors. If the
portfolio is known in advance to some, but kept secret
from most, it may not be self-disfulfilling, but then its
usefulness in current universl comparison disappears.
And if the portfolio is only arrived at ex post, its ret-
rospective use is subject to all of the legitimate crit-
icisms directed against hindsight, as well as to inevit-
able controversy over the fairness of a retrospective
standard. In short, the return on the average portfolio
is uniquely singled out as a benchmark for comparison
in a universal population, and the idea of greater
efficiency seems to have little relevance.

A third important application that follows from
the ““averageness’’ of the market portfolio is the con-
cept of “nonconsensus’ forecasts. For aggregate de-
mand to equal aggregate supply, each security mustbe
priced so that the “‘average marginal investor” will
hold it. The security’s price settles where it is “fairly
priced,” in the view of marginal investors. It follows
that any one investor should favor a security to the
extent that he finds reasons to believe that it is more
desirable to him than to the marginal investors.

This line of reasoning demonstrates the useful-
ness of the information disclosed by market price. To
the extent that manipulation is absent and all investors
are just about as well informed as any one investor,
market price discloses to that investor a meaningful
consensus appraisal. Moreover, if the investor is typi-
cal of the marginal investors who hold the asset and if
he finds no reason to differ from their judgments, then
the correct position is probably the average of their
holdings, which may be close to the proportion in the
market portfolio. He can then justify deviation from
the market proportion only by nonconsensus beliefs.

The first two applications discussed in this sec-
tion, passive management and performance compari-
son, relied on the “averageness” of the market
portfolio. The third application begins to rely on a
more subtle property: The market portfolio, as an av-
erage of portfolios, is optimal with respect to a similar
average of investor’s expectations, or “‘consensus ex-
pectations.” The nature of the averaging process is
made precise below.

THE MARKET PORTFOLIO IN EXTENSIONS OF THE
CAPITAL ASSET PRICING MODEL

As the CAPM assumptions are abandoned in
favor of more realistic ones, multiple features of secu-



rities may influence expected returns at equilibrium.
Features that enter into the tax law are one category.
Features that determine correlations with risks outside
the market are a second. Features influencing infor-
mation and investment costs are a third.

Thus, equilibrium expected reward may de-
pend upon several features. The next point is that the
equilibrium reward for any particular feature may
change, due to changes in the market environment;
when a change occurs, there is a one-time windfall re-
turn on securities in proportion to the amount of that
feature that they possess. Such windfalls constitute an
uncertain factor in market return related to the feature.
The expected reward and uncertain windfall are com-
bined into a factor of return: Expected factor return
rewards the feature, and risk of the factor introduces
the uncertainty from possible changes in reward.

Moreover, asset features associated with likely
rewards generally correlate with fundamental cir-
cumstances of the issuer. For example, a common
stock’s (1) yield, (2) size, (3) probability of bankruptcy,
and (4) covariability with the bond market are not only
technical features of the stock, which may be rewarded
at equilibrium, but also relate strongly to the funda-
mental operating circumstances of the company and
itsindustry. Outside economic events that produce re-
turns in proportion to these circumstances therefore
cause investment returns that align with the features,
and which — when viewed as returns — become
further variability of the factors.

The cumulative effect is an environment in
which multiple features have associated common fac-
tors, with possibly nonzero rewards and definitely
nonzero risk. There is a widespread misunderstand-
ing that the market model implies a single-factor
model that therefore rules out multiple factors. In fact,
the distinction between market and residual return is
quite separate from, and coexists with, the distinction
between multiple common factors and specific return.
A multiple-factor and specific-return model implies,
for any given market portfolio, a market- and
residual-return model that is superimposed upon the
multiple-factor model (Rosenberg [1974]). For some
applications of the basic multiple-factor model, there
is no need to distinguish between market and residual
return. In many other applications — in particular, all
those where the market return is a distinct element in
forecasting and strategy — we must distinguish the
market factor, and we can then express other factors as
residual factors.

When we admit heterogeneous expectations
such a thing as “‘true expected return” no longer
exists. Nevertheless, we can express the equilibrium
for the capital market in terms of investment-weighted
averages of expectations that thereby define “consen-

sus expectations.” Equilibrium continues to require
that, in addition to the other multiple features that
may be rewarded, covariance with the market
portfolio, or systematic risk, is rewarded. Reward and
covariance are here defined in terms of consensus ex-
pectations.

When we take into account restricted borrow-
ing and lending and constraints on holdings, the av-
eraging process that underlies equilibrium becomes
more complex. In particular, some investors’ attitudes
toward some securities have no direct impact on those
securities’ prices, because the investors, constrained
against adjusting their holdings, cease to be marginal
investors. When the average is defined across those
investors who are truly “marginal” for every security,
however, itis again true in equilibrium that covariance
with an average portfolio is rewarded in the consensus
view.

It is difficult to imagine a market equilibrium in
which covariance with the equity market portfolio, or
some risk measure that is closely akin to this, would
not be rewarded. A single, highly risky, prominent
factor exists in the equity market and appears to consti-
tute a societal risk rather than a redistributive risk.
Covariance with the market portfolio is a surrogate for
risk exposure to this factor and hence a conspicuous
candidate for reward. Moreover, at equilibrium, the
market must clear: Any element of risk must be com-
pensated for, in aggregate, in proportion to that ele-
ment’s covariance with portfolios of investors who
hold that security.

It is possible for the subset of investors holding
a particular asset to have portfolios such that the
covariance of that asset with their portfolios is differ-
ent from its covariance with the market, but I have
rarely seen plausible examples, and then only in cases
of excluded risks. For almost all elements of risk, it
does seem probable that the aggregate of portfolios
exposed to that element will covary with it similarly to
the market portfolio, so that the security’s covariance
with the market portfolio is a reasonable guide to in-
vestor’s risk exposure that must be compensated. In
sum, equilibrium considerations do suggest that mar-
ket factor and market portfolio covariances are natural
candidates for reward.

The historical studies of which Iam aware tend
to confirm the existence of reward for market index
covariance, although smaller in magnitude than the
CAPM would imply. Future studies will no doubt give
more precise information on historical rewards to
multiple factors, although factor variability inescapa-
bly obscures the historical expected reward. The fact
remains that a historical study is exactly that — a his-
torical study.

To expect predictive content for the future, one
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must presume (1) that pricing relationships in the
market are stable and (2) that pricing will not change as
aresult of the study. Stability suggests that the relation
must be an equilibrium one. For disclosure of the
study not to be self-disfulfilling, the factor compensa-
tions found by the study must be consistent with
equilibrium. Thus, the task of predicting factor re-
wards cannot be separated from characterization of
equilibrium factor rewards through economic analysis
of market circumstances. The single most important
tool of microeconomics has always been the insight
that the market must clear; the market portfolio is the
construct that implements this condition.

PERFORMANCE ANALYSIS

Performance analysis includes all aspects of the
study of historical performance for the purpose of
predicting managers’ skill and usefulness in the fu-
ture. Universal performance comparison is the
simplest framework, with limited usefulness for the
client’s decision problem. The purpose of this section
is to touch briefly on the roles of the market portfolio,
market model, and efficient portfolio in the
performance-analysis process. The approach taken
here is quite different from recentliterature (Roll [1978,
1979b], Mayers and Rice [1979], Cornell [1979]).

The money management client attempts to
construct a best investment strategy, built upon the
services of one or more money managers. Most large
pools of funds now apportion their assets among mul-
tiple managers. The client’s problem is to choose a
portfolio of managers, just as an investor would con-
struct a portfolio of securities. The client’s decision has
also additional dimensions because of the potential
flexibility that the manager has to restructure the
portfolio and management fee.

It is extremely useful, before tackling the ques-
tion of performance measurement, to consider what
would be the optimal portfolio for the client if man-
agement were completely passive. Passive manage-
ment would make no use of special information but,
instead, would consider only the relatively permanent
aspects of the capital market — those aspects that
characterize equilibrium. The client’s equilibrium
portfolio is shaded toward those assets that are rela-
tively favorable for him, in comparison with the aver-
age investor. The client’s goal, when constructing an
optimal portfolio in a given market, may be atypical,
due to special tax circumstances, excluded assets and
liabilities not in that market, and multiperiod invest-
ment goals. The equilibrium portfolio reflects the
unique circumstances of the investor but not the spe-
cial information that is generated in the competitive
research progress of active managers.

The outcome of this process is, at least, a spec-
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ification of this equilibrium porttolio, a judgment as to
equilibrium rewards of security features, and a spec-
ification of risk adversion for the client, not only with
respect to the risk of the market factor, but also with
respect to various other elements of risk that may have
had special disutility, or even utility in hedging. In
view of the best description of equilibrium in the capi-
tal markets available to the investor, this equilibrium
portfolio is the efficient portfolio: It may coincide with
the market portfolio, as the CAPM would suggest, but
it may not.

There are several advantages to constructing
the equilibrium portfolio. First, it is itself an invest-
ment alternative: The client can commit some funds to
a passively managed equilibrium strategy, with low
management fee, low transaction costs, and without
active risk. The equilibrium portfolio exploits the dis-
closure of consensus expectations through the capital
markets and takes into account the atypical needs of
the client as well. Second, the equilibrium portfolio, in
the client’s judgment, gives the highest possible utility
that can be achieved without superior expectations.
Therefore, it is a benchmark for evaluation of manag-
ers’ skill.

For example, for the typical tax-exempt inves-
tor, the equilibrium portfolio of equities may be
shaded toward high-yielding stocks, according to the
still controversial argument that this reflects the
equilibrium distribution of equities between tax-
exempt and taxable investors. This portfolio may be
typical of the equilibrium portfolios of all tax-exempt
investors, and, interestingly, one way of determining
the equilibrium portfolio is to take the average of the
portfolios of all investors with similar status; this
presumes that the average of the peers have knowl-
edgeably determined their investment strategy.

An equilibrium portfolio shaded toward
high-yielding stocks is historically a slightly stiffer per-
formance benchmark than the market portfolio. By
advocating this equilibrium adjustment, the client as-
serts that, from the point of view of tax-exempt re-
turns, market equilibrium permits one to outperform
the market portfolio without superior information.
(Conversely, from the taxable investor’s point of view,
one can outperform the market portfolio in after-tax
return by shading toward low-yielding, growth-
oriented stocks. The taxable investor would evaluate
the after-tax, net performance of the manager, using a
growth-shaded benchmark.) The equilibrium bench-
mark reflects the opportunities, built into market
equilibrium, to maximally serve the client with con-
sensus expectations.

Next, suppose, further, that the client is a
highly levered financial company. The pension
portfolio of the company is only one of the assets of the



pension fund; the fund’s main asset is the claim on
contributions from the ongoing earnings of the com-
pany itself. This is an “excluded asset” in the problem
of the beneficiaries. Because of the company’s great
exposure to the financial markets, the needs of the
pension fund portfolio (and of the PBGC, as insurer)
include the goal of hedging as much of the company’s
risk as possible within the pension portfolio. The re-
sulting equilibrium portfolio may be quite atypical in
its equity holdings of financial firms and in asset
allocation.

Taken in isolation, this equilibrium portfolio is
not efficient and constitutes a benchmark that is easier
to beat than the market portfolio. When performance
is correctly measured, however, allowing for the spe-
cial disutility of covariance with the financial markets,
the equilibrium portfolio is again the best portfolio
employing only consensus judgments. The special cir-
cumstances of the client are implemented, not only by
a special equilibrium portfolio, but also by computa-
tion of the disutility of risk appropriately for the client.

In studying the performance of any single man-
ager, we can compute the utility contribution from the
relative performance of that manager, compared to the
equilibrium portfolio. This procedure is not identical
to any of the classic procedures of performance
analysis, even when the client’s disutility for risk is
homogeneous, but it is analogous. In a sense, the
client’s equilibrium portfolio takes the market
portfolio’s role: We substitute a more efficient portfolio
(the client’s equilibrium) for a less efficient one (the
market portfolio — which is less efficient for this
client).

The treatment of performance analysis is not
yet fully developed, however. Each money manager’s
portfolio may differ from this equilibrium portfolio for
two reasons. First, the normal investment emphasis of
the manager may differ from the client’s equilibrium
portfolio. The manager’s style, investment specializa-
tion, or accustomed habitat may cause the normal or
neutral holdings of the manager to be atypical, and the
equilibrium or neutral position of the client may be
atypical also. This “‘normal difference,” when the
manager’s norm and the client’s equilibrium are com-
pared, does not reflect the manager’s judgment. Sec-
ond, the actual portfolio of the manager differs from
his normal by an ““active portfolio,” resulting from the
current set of active judgments of the manager. The
active portfolio (Treynor and Black [1973]) is a “hedge
portfolio” (a portfolio with zero dollar value) that
manifests the manager’s skillful judgment.

The equilibrium portfolio is the ideal circum-
stance for the client if consensus expectations are cor-
rect. Yet, the client hopes to find managers whose ex-

pectations are superior to the consensus. The ability to
develop superior expectations is the active advantage
of the manager, which he reflects in the active
portfolio; it thereby redounds to the benefit of the
client. Clients should apply performance analysis to
the active portfolios of managers — that is, to the per-
formance difference between actual and normal
portfolios.

When the active portfolio is studied, the man-
ager’s normal portfolio is functioning as a benchmark
for his performance. The manager chooses his own
benchmark, since the normal portfolio is his now ex
ante description of his neutral point. The manager’s
normal portfolio thus plays another traditional role of
the market portfolio, in parallel to the equilibrium
portfolio.

This might seem to undermine performance
analysis, since the manager can choose any bench-
mark. Since the client is informed of the normal
portfolio in advance, however, the client uses this in-
formation to construct a stable of managers whose
aggregate normal positions sum to the client’s equilib-
rium. If necessary, a portion of the client’s funds can
be managed passively to bring the aggregate normal
position in line, by compensating or hedging normal
biases of active managers. In so doing, the client im-
munizes himself against the normal biases of the man-
agers, which become irrelevant and disappear from
the performance analysis. The greater the diversity
among managers’ normal positions and among
clients” equilibrium portfolios, the greater is the need
for treatment of normal bias.

The advantage of the normal benchmark is that
it allows the manager’s skill to be isolated and most
accurately estimated. The active portfolio, in the man-
ager’s view, is the exact reflection of his judgments.
The normal bias of the manager, which does notreflect
an active decision, introduces incidental noise that is
best eliminated.

The normal portfolio also plays a key role be-
cause it represents the “rest point” for the manager.
The range of “variably aggressive” portfolios, begin-
ning with a passive portfolio identical with the normal
and moving out along the active frontier with increas-
ing emphasis on active judgments, are all potential
and valid outputs of the manager’s production proc-
ess. In principle, it is open to manager and client to
determine the location along this frontier at which the
client’s portfolio is to be managed and the fee that will
be charged. This open dimension is increasingly ac-
knowledged in portfolio management. The active
portfolio defines the character of the active frontier,
something that is hidden in any analysis of the actual
portfolio that omits a normal benchmark.
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The performance of the active portfolio is eval-
uated so as to reflect the client’s special disutilities for
aspects of risk. The key problem is not just to compute
historical performance; rather, it is to predict future
performance. For this purpose, performance attribu-
tion to various aspects of investment strategy is valu-
able. As mentioned before, one important distinction
is between market timing and selectivity, for managers
whose investment process singles out the market fore-
cast. When either the client’s risk attitude toward the
market factor is distinctive (presumably due to
excluded assets that are correlated with this), or when
the manager singles out this factor, the market factor
(and hence the market portfolio as the natural surro-
gate for the factor) plays an important role in perform-
ance analysis of the active portfolio.

The client predicts future management skill
based upon (1) past performance, (2) external evidence
concerning the quality of the manager’s investment
process, and (3) prior skepticism derived from the
competitive nature of the investment process. The last
perspective arises because, if the manager’s portfolio
were the result of random selection within his normal
universe (stratified so as to produce his normal
portfolio on average), then skill (the advantage relative
to consensus) would be zero. This is also the case
when the manager, with the best of intentions, is not
capable of improving upon consensus expectations. It
is clear that the average manager does not outperform
the consensus (which is the average). Hence, prior
skepticism takes the form of expecting the perform-
ance of the manager to match the passive performance
of his normal benchmark, implying an active expected
return (akin to alpha) of zero. Use of the passive nor-
mal portfolio as benchmark causes the adjustment for
prior skepticism to take this simple form. This is a third
advantage of the normal benchmark.

Based upon much information, including past
performance, the client constructs a portfolio — which
may be an admixture of multiple active and passive
management processes — that is believed to be
efficient for the future. In doing this, the predicted ac-
tive skills of managers are incorporated, so that the ex-
pected return of the portfolio is incremented to reflect
superiority relative to the consensus.

The question of using a ‘“‘more efficient
portfolio’” in performance analysis can not be
reopened. The equilibrium portfolio is efficient for this
client with respect to consensus expectations. Why not
go a step further and use the existing aggregate
portfolio — efficient with respect to active beliefs — as
the comparison benchmark?

The answer to this question explains why it is
an equilibrium portfolio, and not an active portfolio,
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that should be used in performance comparison. The
equilibrium portfolio, being a reflection of the consen-
sus, has stable properties that are not influenced by
the active management of existing managers. In this
sense, itis a stable prior perspective. Also, it implies a
clear benchmark for prior skepticism. By contrast,
when another manager is compared to the active
portfolio, the prior expectation of alpha is negative,
there is less reason to expect stability in the relative
skill of a new candidate, and performance attribution
is clouded by the presence of the investment strategies
of existing active managers.

Finally, a new manager’s pattern of active re-
search and investment may well be related to and cor-
related with the active research and investment of one
or more of the existing managers. If so, the existing
portfolio should be reconstituted when the new man-
ager is added (Rosenberg {1977}, Sharpe [1980]), and
the information needed to do this can only be estab-
lished by analyzing all managers (existing and new)
with respect to the equilibrium portfolio.

DISCOUNT RATES ADJUSTED FOR FEATURES

Valuation methods for financial securities
based upon the discounting of expected future cash
flows are common. For equities, there is the
dividend-discount paradigm; for bonds, the compu-
tation of present value through the term structure of
interest rates. These discount rates may vary with time
and with the risk of the security.

The discount rate is also the required rate of re-
turn, since it translates future flows into present value.
As such, it can serve the corporation for project valua-
tion and as the “hurdle” in capital budgeting. The
same discount rate is the “‘fair rate of return,” a con-
struct with an increasingly important role in rate regu-
lation.

The CAPM asserts that the discount rate for a
risky project equals the risk-free rate, plus beta times
the excess return on the market portfolio. In practice,
the “market portfolio” has been implemented as the
S&P 500 or other broad equity market index. As we
relax CAPM assumptions, the discount rate becomes a
more complex function of security features.

The first natural extension is to free the “inter-
cept” of the relationship, so that it is estimated from
the data. This is done in fitting the ex ante capital mar-
ket line and in historical studies of capital asset re-
turns. Usually, the interceptis found to be higher than
the risk-free rate, implying that the compensation for
market risk is less than the full excess return on the
market portfolio.

' The next extension is to insert other features as
candidates for reward. The security market line then
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becomes a “security market plane,” with the slope
along each axis being the reward for the corresponding
feature. Ex ante security market planes have been es-
timated with rewards for several features, through the
dividend-discount model. Historical studies of returns
have estimated rewards to such features as specific
risk, total risk, yield, co-skewness, and size.

The central problem is to forecast rewards for
these features. We can draw these forecasts from cur-
rent valuation of securities, solving for rates that
equate discounted forecast cash flows to current price.
Ex ante relationships fitted to forecasted dividends for
a large population of stocks can come up with quite
precise estimates of the co-efficients of the fitted plane,
but this is only a true characterization of the ex ante
security market plane to the extent that the input divi-
dend forecasts are effective proxies for consensus fore-
casts. Predicted rewards can also be extrapolated from
historical studies of equilibrium returns. Finally, by
modeling investors’ demand functions, rewards can
be computed as the market-clearing conditions of a
general equilibrium model. Whichever method(s) are
used, there will inevitably be a large element of judg-
ment in the predictions.

The question of rewards for factors other than
equity market risk has been the subject of active study
and controversy for a decade — and no doubt will
continue to be so in the decades to come. Neverthe-
less, no one has refuted the existence of equilibrium
reward for equity market risk; indeed, it has rarely
been questioned, although the magnitude has been in
doubt. The concept of reward to equity market risk (or
beta) is a theoretical insight, that, in my view, is likely
to endure.

Smallness of the total company not effectively limit the hold-
ing of an individual investor, so the small investor might
have a comparative advantage investing in small companies.
Investors having personal dealings with the company may
have an information advantage as well. Such investors
might then become the dominant investors in small com-
panies, due to their comparative advantage. The equilibrium
returns of small companies would then reflect primarily the
portfolio optimization of such investors, with respect to their
expectations and wealth.
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Factors in New York
Stock Exchange

security returns,
1931-1979*

The analysis calls into question naive applications of the Capital

Asset Pricing Model.

William F. Sharpe

n some months, high-yield (“value”?) stocks
seem to do better than low-yield (“growth’’?) stocks.
In other months, the opposite situation seems to oc-
cur. Occasionally there seems to be no difference.

FACTOR MODELS

Figure 1 illustrates one way of providing sub-
stance for such statements. Each point represents one
security. On the horizontal axis is a measure of yield.!
On the vertical axis is the excess return (i.e. the return
over and above a riskless rate) of the security in the
following month.?

FIGURE 1

Excess Return Security-Specific Return

1.09%

1.08%

Zero Factor 0.94%

7% Yield

* An early version of this paper was presented at the Financial
Analysts’ Federation workshop at Princeton University in
July 1981. Comments and suggestions from Peter Bernstein,
Michael Gibbons, Robert Litzenberger, and Krishna
Ramaswamy are gratefully acknowledged. This research
was supported in part by the Stanford Program in Finance.

1. Footnotes appear at the end of the article.
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In Figure 1, yield is anattribute of each security.
The regression line fit to the data is an ex post security
market line indicating the general relationship between
this attribute and return over a subsequent period. We
can describe the relationship as follows:

Ri — 5 =1F; + binFy + e, oY)
where:

Ry = the return on security i in period t;

r, = the riskless interest rate for period t;

F,. = the “zero” factor for period t;

by, = the first attribute (here, yield) of security i at
the beginning of period t;

Fiy = the first factor (here, the yield factor) for
period t, and

ey = security i’s security-specific return in period t.

In Figure 1 the “zero” factor is .94% per month.
This is the return on a “typical” security with zero
yield. The “yield factor’ is .02% per month. This indi-
cates that, “/in general,” higher yield securities outper-
formed lower yield securities during the month, with
(for example) the typical 4% yield stock outperforming
the typical 3% yield stock by .02%. For the security
plotted at point i, ey was .01%: The stock’s excess re-
turn was higher (by .01%) than the 1.08% “‘typical” for
securities with its yield (by;() of 7%.

In effect, Figure 1 and equation 1 attribute each
security’s excess return in each period to three ele-
ments:

1 E; : an effect common to all securities,

bi;; Fii: an effect that differs among securities,
depending on their yields, and

ey : an effect specific to each security.



Two statistics associated with regression
analysis provide added information.

The t-statistic for factor 1 (the yield factor) indi-
cates the significance of the value: The larger its (abso-
lute) value, the more likely the relationship is “real.”
Assume, for example, that there was no ““true” rela-
tionship between yield and excess return during the
period in question. By chance a majority of securities

with high yields might have had positive ““‘true”
security-specific returns, and a majority of those with
low yields might have had negative ““true” security-
specific returns. The regression analysis would thus
produce an erroneous positive yield factor with a t
value that could, by chance, be large. A rough rule of
thumb holds that a t value with an absolute value
greater than 2.0 will obtain in roughly 5% of the
months in which there is no “true” relationship.

The other statistic of interest is the R-squared of
the regression. This indicates the proportion of the
variance in security returns attributed to the factors.
The smaller the scatter of points around the line, the
greater the R-squared.

Yield is, of course, only one attribute of a secu-
rity that may be related to return. In some months,
stocks of large companies seem to outperform those of
small companies; in other months, the opposite seems
to occur. While we could investigate this relationship
by repeating the procedure illustrated in Figure 1 with
some measure of size on the horizontal axis, this has
some drawbacks: Larger firms tend to provide higher
dividends. Thus an investigation of yield alone (as in
Figure 1) may attribute to yield some effects related to
size, while an investigation of size alone may attribute
to size some effects related to yield.

A Dbetter procedure uses multiple regression.
Figure 2 provides an illustration. Each point repre-
sents a security, plotting both its attributes (b;;, = yield
and by = size) and its subsequent excess return. Re-
gression analysis is used to fit an ex post security market
plane. Its slope in the yield direction is the yield factor
(Fit), and its slope in the size direction is the size factor
(Fzt). The intercept (the zero factor) indicates the return
on a hypothetical security with zero yieldand zero size.
The distance of a security’s point from the plane indi-
cates its security-specific return (ey), i.e. the portion not
attributed to either the yield effect or the size effect.

The equation of the plane in Figure 2 can be
written as:

Ri =1 =1F; + biF + b By + ey (2

Multiple regression analysis produces
t-statistics for each of the factors (which can be inter-
preted as before) and an R-squared value for the entire
regression, indicating the proportion of the variance

FIGURE 2
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among security returns in the period that can be at-
tributed to (all) the factors.

To extend the approach to more than two fac-
tors requires the abandonment of diagrams. Neverthe-
less, the concepts are the same. In effect, we fit an ex
post security market hyperplane (the generalization of a
plane) to the data using multiple regression analysis. If
there are m attributes the equation can be written as:

Ry —n=1F; + buFy + baF + . . . + bt Fne + & (3)
USES OF FACTOR MODELS

We can use a factor model for attribution of ex
post portfolio performance. If X, represents the pro-
portion of portfolio p invested in security i at the be-
ginning of period t, the return on the portfolio will be:

Rot = XimRie + XomRet + .. . + Xape Rut, 4)

where n = the number of securities.

A little manipulation of equations (3) and (4)
provides a formula for breaking the return on a port-
folio into components:

Ri=15+1F; + by F¢ + by Foe + ... + by Fme
+ Xipen + Xopren + ... + Xopeent), (5a)
where: by = Xiptbiye + Xept byt +. . .+ Xapebue . (5b)

As indicated in (5b), each attribute of the
portfolio (by;;) equals a weighted average of the corre-
sponding values of the attribute for the securities in
the portfolio, using the values of portfolio holdings as
weights.

The terms in parentheses in (5a) represent the
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effects of security-specific returns; each depends on
the joint effect of the amount held (X,;) and the per-
formance of the security per se (e;). The terms not in
parentheses represent the effects of factors. The first
(r,) is the riskless rate and the second (1 F,) an effect
common to all securities. Each of the remaining terms
involves the joint effect of an attribute of the portfolio
(bp) and the performance of the associated factor (F).
Another use of factor models involves the com-
parison of two portfolios (e.g. an active portfolio and
an index or an active portfolio and a “normal” set of
holdings). Letting g represent a second portfolio, one
can write an equation corresponding to (5a) for
portfolio g, then subtract it from (5a) to get:

Ryt — Ry = (bpie ~ byu)Fie + (bper — baze) Fa
+...+ (bpmt — bamt) Eme + Xipt — qut)en
+ (Kapt — Xeq) € +. . .+ (Xapt — Xnar) €t (6)

In this case thedifference between the returns on
the portfolios is broken into components. Each of the
initial m terms indicates the joint effect of the difference
in the portfolios’ attributes (by;; — bg;t) and the per-
formance of the related factor (F;;). Each of the last n
terms indicates the joint effect of the difference in the
portfolios’ holdings of a security (Xipy — Xiqt) and its
security-specific return (ey).

Performance attribution is ex post in nature — it
deals with the past. For decision-making one is con-
cerned with ex ante values — values that will be
realized in the future but must be predicted now. We
can use factor models for predictive purposes as well.

One application concerns expected values. For
example, does one expect high-yield stocks to outper-
form low-yield stocks, and if so, by how much (i.e.
what is the expected value of the yield factor)? Does
one expect General Motors to do especially well (i.e.
what is the expected value of its security-specific re-
turn)?

An investment organization with a “bottom-
up”’ approach might produce estimates of expected re-
turns for each of many securities (perhaps using a div-
idend discount model). They can then use theseex ante
expected returns in a multiple regression analysis (in-
stead of ex post actual returns) to find implicit expected
values for the various factors. After review, the firm
might change some of the values (i.e. employ a bit of
“top-down’”’ decision-making).

A firm with a totally top-down approach might
make estimates of expected factor values directly, with
security analysts focusing on security-specific return
(e.g. making conditional forecasts). Whatever proce-
dure is employed, the goal is to estimate the expected
position of the security market hyperplane and the
expected distances of the points from it.
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Expected values are, however, only part of the
story. The actual hyperplane will undoubtedly turn
out to be somewhere other than in its expected posi-
tion, and at least some of the points will be in positions
relative to it that are different from the expected ones.
One thus needs to estimate the likely range within
which the hyperplane might lie and the likely range
within which each security-specific return might fall.
Such estimates constitute a risk model. The needed in-
gredients are:

1. a measure of risk for each factor,

2. measures of the extent to which each factor is likely
to move with each of the other factors, and

3. a measure of security-specific risk for each secu-
rity 3

In practice, estimates of this type are usually ob-~
tained by assuming that variations around average val-
ues in the past provide good estimates concerning risk
relative to expected values in the future. This is indeed an
heroic assumption. In fact, it is difficult to defend the
common practice of primary reliance on judgment for
estimating expected values and the almost exclusive
reliance on econometric analysis of past data to esti-
mate components of risk, since risk and expected re-
turn are simply two summary descriptions of a (sub-
jective) probability distribution. In time, both
judgmental and econometric inputs will undoubtedly
be employed for both purposes.

CALCULATING THE FACTOR MODEL

How many factors affect security returns? How
can they be identified? One approach (factor analysis)
relies solely on historic security returns to answer
these questions. Present practice uses other informa-
tion to preselect a set of attributes and the associated
attribute values for securities. Whatever method is
used, the goal is to obtain a model that will prove help-
ful for making the predictions needed for investment
decisions.

We do not attempt to answer the difficult
questions concerning selection of attributes and fac-
tors. Our goal is much more modest. We provide his-
toric data over a long period for a model intended to be
as similar as possible to those currently provided by
consultants* and used by a number of investment or-
ganizations.

We follow standard practice by selecting a list of
attributes (more or less ex cathedra) and then fitting an
ex post security market hyperplane® for each of many
months. A check on our selection of attributes is pro-
vided by the t-statistics. If a factor is significantly dif-
ferent from zero (i.e. the absolute value of the as-
sociated t-statistic exceeds 2.0), then in substantially
more than 5% of the months we have at least some
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some evidence. As described earlier, we would expect
a truly irrelevant attribute to produce a t-statistic with
an absolute value greater than 2.0 in about 5% of the
588 months. Every one of our attributes did so more
often. While this is not a formal test, it provides
presumptive evidence for including all our attributes
in the analysis."

Table 5 provides an indication of the extent to

TABLE 5

Average Cross-Section Fits of Models
588 Months, 1931-1979

Model Average R? Diff.
Beta .037

.042
Common Factors .079

.025
Common and Sector Factors .104

which the attributes “‘explain’ the variance among se-
curity returns. As indicated earlier, when a factor
model is fitted to the returns for a month, the resulting
R-squared value indicates the proportion of variance
in security returns attributed to the associated factors.
For our model, this was done 588 times. The average of
the 588 R-squared values obtained in this manner was
104, as shown at the bottom of Table 5. In a typical
month, about 10% of the variation in returns on indi-
vidual securities could be attributed to our factors.
While this may seem discouraging,'* recall that
security-specific returns are much less important for
portfolios than for individual securities, and that a
much higher R-squared value would typically be ob-
tained if we were analyzing a group of diverse
portfolios.

Table 5 also reports results obtained with two
other models. The first uses only one attribute — his-
toricbeta. As shown, it explained only about one-third
of the variance explained by the full model. The sec-
ond approach used all five common attributes, but no
sector information. The four additional attributes col-
lectively added 4.2% to the 3.7% explained by beta
alone. The eight sector attributes added another 2.5%.
Historic beta is clearly an important attribute, but it is
not the only one worth considering."

Regression Procedures

All the results presented thus far were based on
monthly regressions, with each security given equal
weight. This was done to insure that the tests of sig-
nificance and explanatory power would be difficult to
pass. Both theory and practice show that better esti-
mates can be obtained if relatively more attention is
paid to data less likely to be subject to error.

For the remainder of the paper, we report re-
sults using a simple procedure similar to that em-
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ployed by some of the commercial services. As de-
scribed earlier, for each month a regression of the ex-
cess returns on a security over the prior sixty months
on those of Standard and Poor’s stock index was per-
formed. The standard error of this regression measures
the scatter of points around the resulting regression
line — this is often termed the security’s historic
“non-market risk.” The larger this value, the more
likely it is that a security’s return will reflect security-
specific returns rather than factor effects. In the re-
gressions designed to estimate factor effects, it makes
sense to pay more attention to securities with less
non-market risk. To do this, we weight each security
by the reciprocal of this measure of historic non-
market risk.'®

Table 6 reports one set of results based on this
procedure. For each month, the excess return on a
stock can be broken into two parts — that attributed to
the factors and that not so attributed (i.e. the security-
specific return). Over the course of many months the
excess return on the security will vary, and that vari-
ance can be compared with the variance of the two
components. For example, if the variance of a stock’s
security-specific returns is 60% as great as the variance
of its overall excess return, we say that the chosen fac-
tors “explained’” 40% of the variance in the stock’s ex-
cess return.!”

TABLE 6

Average Time-Series Fit of Models
2197 stocks, 1931-1979

Model Average R? Diff.
All Beta = 1 .250

.089
Beta .339

.043
Common Factors .382

.021
Common and Sector Factors .403

The percent of variance of returns explained by
factors varied from security to security. In all, 2,197
securities entered the analysis at various times from
1931 through 1979.% Table 6 shows average values for
the 2,197 stocks.

It is important to emphasize the difference be-
tween Tables 5 and 6. The former averages the results
of cross-section analyses over 588 months, while the
latter averages the results of time-series analyses over
2,197 stocks. Thus, Table 5 indicates the extent to
which differences among stocks are explained in a
“typical” month, while Table 6 indicates the extent to
which we can explain differences in the returns of a
“typical” stock over time.

The bottom line in Table 6 indicates that we can
attribute about 40% of the variance in return for the
typical stock to our factors. The other lines report re-



sults for other factor models. A model using only his-
toric beta explained about 34% of the average variance
in return, while one with all five common factors ex-
plained about 38%.

The first line in the table reports results for a
model in which each security was assigned a beta of
1.0."® As shown, the performance of the overall stock
market is important, although differences in security
attributes are well worth attention.

These values are larger than those in Table 5
and comparable values for most portfolios would typi-
cally be larger still.?

FACTOR PERFORMANCE
Table 7 provides summary data concerning the

TABLE 7

Annualized Values
588 Months: 1931-1979

Factor iv_g_ Std. Dev.
SP500 ER 8.295 20.969
LT Govt ER 0.518 5.760
Beta 5.355 18.376
Yield 0.237 1.043
Size —5.563 7.804
Bond Beta -0.118 2.719
Alpha —-2.001 4.639
Basic Industries 1.653 7.974
Capital Goods 0.155 5.720
Construction —-1.589 8.862
Consumer Goods -0.180 5.173
Energy 6.282 11.042
Finance —1.478 5.247
Transportation —0.570 9.492
Utilities -2.622 9.425

performance of the factors over time. In this case, each
of the 588 months was given equal weight. The first
column indicates the average value for a factor, the
second its standard deviation over time. For compari-
son, two additional rows are included. The first sum-
marizes the excess returns on Standard and Poor’s
stock index, the second the excess returns on long-
term government bonds. For ease in interpretation the
values in Table 7 are stated in terms of annualized
monthly returns.*

As Table 7 shows, stocks outperformed Treas-
ury bills by about 8.3% per year (“ER” means “excess
returns”’), but with considerable variability: The stan-
dard deviation was about 21% per year. Long-term
government bonds outperformed Treasury bills by a
much smaller amount, but with less variability.

Stocks with high historic betas outperformed
those with low historic betas on average. Thus, stocks
with betas of, say, 1.5 outperformed by over 5% per
year other stocks similar in other respects but with
betas of .5 — but not every year, as the standard de-
viation was over 18%.

High-yield stocks outperformed low-yield
stocks by almost 24 basis points per year for each 1%
difference in dividend yield. Nevertheless, the var-
iability was substantial, with a standard deviation of
over 100 basis points per year.

Large stocks underperformed smaller ones by a
substantial amount. For each unit increase in size (i.e.
ten-fold increase in market value of equity) average
performance declined by 5.6% per year! While there
was some variability — the standard deviation was
7.8% per year — the size factor was clearly negative
most of the time.

The bond beta factor was relatively small and
variable, but less important than the stock beta factor.

The alpha factor was negative on average, indi-
cating that stocks with good historic non-market per-
formance tended to do poorly (i.e. suffered a “‘rever-
sal”’).? A portfolio of stocks with historic alphas of 1%
per month might have underperformed, by about 2%
per year on average, a portfolio similar in other re-
spects but holding stocks with alphas of zero but with
a standard deviation of more than 4%.

The sector factors indicate that, on average,
energy stocks did especially well relative to the aver-
age sector (over 6% per year), and utility stocks did
rather poorly ( —2.6% per year). Although the energy
sector factor showed the greatest variability, given the
large average value, this sector clearly outperformed
the average sector in most months.

Table 7 provides only one view of the data. To
probe more deeply we need a method for displaying
the behavior of a factor over time. To do so, we use the
idea of the cumulative profit on a ““factor play.”

Figure 3 illustrates the procedure. Imagine that
at the end of December 1930, one had purchased $1
worth of Standard and Poor’s stock index and taken a
short position in Treasury bills. At the end of January
1931, imagine that the long position outperformed the
short position by $.02. The cumulative profit (undis-
counted) would be $.02. Now imagine that, at the end
of January 1931, the position was re-established, with
$1 again invested in a long position in Standard and
Poor’s Index and a $1 short position taken in Treasury
bills. Imagine that, at the end of February 1931, the
long position underperformed the short position by
$.05. The profit for the month would be —$.05 and the
cumulative profit —$.03 (= $.02 - $.05).

Figure 3 shows the cumulative profit, month by
month, for such a strategy with monthly adjustments
in holdings. The curve goes up when Standard and
Poor’s index outperformed Treasury bills and goes
down when Standard and Poor’s index underper-
formed Treasury bills. Moreover, a given vertical dis-
tance represents the same magnitude in terms of the
difference in returns, since the positions are revised to
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be worth $1 each month. Thus the greater the slope of
the curve, the greater the average difference: The
greater the variability around a trend, the greater the
variability of the difference in the two returns around
the average.

One can easily assess the nature of average re-
turns in a graph such as the one shown in Figure 3. In
this case the flattening out in tt last two decades is
depressingly obvious. Neverth 2ss, another repre-
sentation is helpful to analyze changes in variability.
Figure 4 plots the standard deviation of the difference
in returns for the 24-month period from January 1931
through December 1932, then the standard deviation
for the 24-month period from February 1931 through
January 1933, etc. While the use of a 24-month ““win-
dow” is arbitrary, the graph shows clearly that the
stock market has been less variable in the last 40 years
than it was in the 1930’s.?® A value-weighted index of
all stocks on the New York Stock Exchange would
show results close to those based on Standard and
Poor’s index.**

To display data efficiently, the figures have
been scaled differently, so that vertical distances are
not directly comparable from graph to graph. The
range of values is shown on the left of each diagram
and the ending value on the right to facilitate compari-
son.

Figures 5 and 6 are based on the difference be-
tween returns on long-term government bonds and
those on Treasury bills. As Figure 5 shows, the first
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and second halves of the period were different, with
government bonds outperforming Treasury bills dur-
ing much of the former period and underperforming
them during much of the latter period. As Figure 6

shows, bond returns have also become more variable
(not less, as have stock returns) over time.
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Figure 7 depicts the behavior of the beta factor.

It is merely the cumulative value of the monthly fac-
tors; thus, the curve goes up in months when high-
beta stocks outperformed low-beta stocks and down in

CUMULATIVE PROFIT
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months when high-beta stocks underperformed low-
beta stocks. This graph can also be given a portfolio
interpretation. Imagine a long position in a portfolio
with an average beta of, say, 1.5and a short positionin
a portfolio with an average beta of, say, .5, with each
position worth $1. Assume that we construct these
portfolios so that they are alike in all other attributes
and that each is highly diversified.>® The profit from
such a strategy would be very close to the beta factor
for the month. By re-adjusting the position each
month, we could obtain a cumulative profit very close
to that shown in Figure 7. A similar interpretation can
be given for each of the other factors.
Not surprisingly Figure 7 bears a resemblance
to Figure 3 — when the market went up, stocks with
high historic betas tended to outperform those with
low historic betas. The correlation between the beta
factor and the excess return on Standard and Poor’s
stock index was in fact .814 over the period. This indi-
cates that historic beta is a useful predictor of future
beta. But it can be improved upon, as will be shown.
As Figure 8 shows, the pattern of the variability
of the beta factor is similar to that of Standard and
Poor’s stock index.
Figures 9 and 10 provide information about the
yield factor. As shown, high-yield stocks outper-
formed low-yield stocks on average, but there were
extended periods during which they did not.
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FIGURE 12
SIZE FACTOR
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Figures 13 and 14 show results for the bond beta

Figure 11 shows that the size factor has been  factor. It is correlated with the excess return on gov-

negative most of the time. Moreover, the magnitudes = ernment bonds, but not highly (the correlation

are very large. Figure 12 shows the pattern of its var-  coefficient was .154). Moreover, the magnitudes are
iability. relatively small.
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Figures 15 and 16 provide information about the

alpha factor. Other things equal, an investor holding

stocks with poor historic non-market performance

would have done well overall except during the 1950’s.

FIGURE 14
BO. BETA FACTOR

24—MONTH S. D.

'
[ 1y 1
'.n.lnln,l,.nI,"ll,.Il.|‘|.'.l||,ull.l‘|l,sl.

Vi i'l.'.,|.|‘|l|l||l.||l|'||,I|llll||‘ll|l

'
' 1
LI L N N I N N P N SR N R RN Y
Padg v g Vgt bt gty gty et egthargge
AR S N RN RN RN RN N NN

Favaa ety tub gttt ettt b e iiraagt

~ Mo
mmomm<g <

FIGURE 16

ALPHA FACTOR

12. 3

24—MONTH S. D.

1
1 l'n.‘. [

1
R I R

'
iy grtareatay taey 0y :.'nl,llln,,-,nnlln
T N T L T R L AR R NI

Vit bt v b b Dbt
Chppapt bttt gyt b geptana it
Vavn st ekt bntst bt
I AR N R R N R RN A N N N NN AN NN N

S MNN 0~ EOANNNO-~MURNO~ODND
mmmmm< TN ooOoNNEND

The remainder of the diagrams concern the sec-
tor factors (to save space, only the cumulative profit
diagrams are shown). These results can also be givena

portfolio interpretation. In this case, the strategy
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would involve along portfolio of stocks in the sector in
question and a short portfolio of stocks diversified
across all sectors, with all other attributes equal in the
two portfolios.
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By far the most dramatic of these diagrams is
that shown in Figure 21 for the energy sector. Not only
is the magnitude large, but the graph is upward-

sloping in most months.
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PREDICTING FUTURE BETA

The correlation between the beta factor and the
excess return on Standard and Poor’s stock index
shows that ““future beta” is definitely related to his-

toric beta. With a factor model, however, one can go
further. In fact, equation (3) implies directly that:
BR:) = B(Ex) + buB(Fu)
+ b B(Ex) + . . . + bimiB(Emt) + Blew),
where (x) = the beta of x relative to some selected base
(e.g- Standard and Poor’s stock index). If the portfolio
used as a base is well diversified, the betas of the
security-specific returns will be very small. Thus:
B(R:) ~ B(Ex) + biyB(Ey)
+ b B(Far) + . - .+ b B(Emy). (7)
Equation (7) provides a recipe for estimating the
future beta of a security, given its attributes (b, . . .,
bim). All one needs (!) is the set of numbers B(F,),

B(Fy), . . ., B(Fn) for the equation.
Table 8 provides one set of such numbers,

TABLE 8
Beta Relative to SP500

Factor Beta

Z (intercept) .303
Beta (historic) .745
Yield —.014
Size —.062
Bond Beta —.009
Alpha —.086
Basic Industries .074
Capital Goods —-.014
Construction .103
Consumer Goods —-.028
Energy —.057
Finance -.023
Transportation .065
Utilities —.047

based on the betas of each of the factors relative to

Standard and Poor’s stock index over the 1931-1979

period.*® These values suggest that, other things

equal:

— the higher a security’s historic beta, the greater its
future beta;

— the higher its yield, the smaller its future beta;

— the larger its size, the smaller its future beta;

— the more bond-like a security, the smaller its future
beta, and

~— the better its past non-market performance, the
smaller its future beta.

Also, other things equal, basic industry, con-
struction, and transportation stocks have substantially
larger than average betas, while energy and utility
stocks have substantially smaller than average betas.

AVERAGE FACTOR VALUES AND THE CAPITAL
ASSET PRICING MODEL

An investment organization should be con-
cerned with the future values of factors and security-
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LR R
specific returns. For example, what should one expect
the yield factor to be? How muchrisk is associated with
the projection?

One theory of market equilibrium, the Arbitrage
Pricing Theory of Ross [4], holds that the expected re-
turn on a security will be related only to its sensitivities
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to key factors (in our notation, the by, big, . . . values).
This theory, however, implies nothing about the signs
or magnitudes of the expected values of the factors.
Another theory, the original Capital Asset Pricing
Model of Sharpe [5], Lintner [2], and Mossin [3], im-
plies that expected returns will be related to predicted
future beta values. For example, it implies:

R —1r=8uRn — 1), ®
where:
R, = the expected return on portfolio or security p;
r = the riskless interest rate;
B, = portfolio or security p’s predicted beta relative
to “‘the market portfolio,” and
Ru = the expected return on the market portfolio.

Aswe haveindicated, a ““factor” can be thought
of as the return on a portfolio. With this interpretation,
the original Capital Asset Pricing Model implies that
the expected value of each factor should equal its beta
times the expected excess return on the market
portfolio:

e = B(E) Rn — 1), )

where:
F, = the expected value of factor j at time t, and
B(E) = the predicted beta of factor j at time t relative

to the market portfolio.

A simple, though implausible, set of assump-
tions would hold that “true” expected returns and
risks have been the same since 1931 and that the
value-weighted index of New York Stock Exchange
stocks is an adequate proxy for “‘the market portfolio.”
These assumptions, plus those of the original Capital
Asset Pricing Model, would imply expected factor val-
ues equal to those shown in the second column of
Table 9. For example, Table 8 showed that the yield

TABLE 9
Average Returns Versus CAPM Values

Factor Avg. CAPM T-Diff
Z (intercept) ~0.24 2.51 -1.32
Beta 5.36 6.18 -0.31
Yield 0.24 -0.11 2.37
Size ~5.56 -0.51 -4.53
B. Beta -0.12 -0.08 -0.11
Alpha -2.00 -0.71 -1.94
Basic Ind. 1.65 0.61 0.91
Capital Gds. 0.16 -0.12 0.33
Construction -1.59 0.85 -1.93
Consumer Gds. -0.18 -0.23 0.07
Energy 6.28 —0.47 4.28
Finance -1.48 -0.19 -1.72
Transptn. ~0.57 0.54 -0.82
Utilities —-2.62 -0.39 -1.66



factor had a beta of —.014, and Table 1 showed that the
average excess return on the New York Stock Ex-
change index was 8.193% per year; the product,
—0.11, is shown in Table 9.

The first column in Table 9 shows the actual
average factor values. How significant are the differ-
ences from the values in the second column? The third
column provides some answers. Given the variability
of a factor, one can estimate the significance of the dif-
ference between actual and “expected” values. Using
the usual standard (the absolute value of the t-statistic
greater than 2.0), only three differences are large
enough to command special attention. High-yield
stocks did better, large stocks worse, and energy
stocks better than would be expected, given these as-
sumptions.

The data are thus inconsistent (but not perva-
sively so) with the joint hypothesis thatincludes (1) the
original Capital Asset Pricing Model and (2) our very
strong assumptions about stability of expected returns
and risks and the adequacy of the New York Stock Ex-
change index to serve as as a market surrogate. Never-
theless, the data may be completely consistent with
the implications of an expanded Capital Asset Pricing
Model, a joint hypothesis involving changes in expec-
tations and risks over time, or the use of an alternative
measure of the return on the market portfolio.

Although these results do not confirm or reject
the original Capital Asset Pricing Model as a descrip-
tion of reality, they do call into question naive applica-
tions in which expected returns are assumed to be re-
lated only to estimates of future betas based on past
patterns of returns.

! E.g. dividends paid from March 1978 through February
1979, divided by the stock price at the end of February 1979.

2 E.g. (1) the change in price from the end of February 1979 to
the end of March 1979 plus dividends with ex-dates during
March 1979, all divided by the price at the end of February
1979 minus (2) the return obtained by purchasing at the end
of February a Treasury bill due to expire at the end of March.

% Factor models usually assume that security-specific returns
are uncorrelated with the factors.

* In particular, Barra, Wells Fargo Investment Advisors, and
Wilshire Associates.

® As indicated, this differs from factor analysis procedures
that use return data to estimate (possibly unidentified) at-
tributes directly. It also differs from procedures using fore-
casts (e.g. those employing scenarios).

® The correlation between the values of any two factors can be
computed, as can the average value and variation in value
for each security-specific return. These figures were com-
puted but are not reported here.

" This may be desirable in its own right, since it may focus
more on predictable regularities than on unpredictable
anomalies.

® There are other differences between our approach and those
of some of the commercial services. The relative merits of
alternative procedures will not be considered here.

® Based on analyses not reported here; commercial services
use a similar attribute.

1 The Ibbottson/Sinquefield [1} data were used for bond,
Treasury bills, and Standard and Poor’s stock index returns.

! The codes used were those on the data base prepared by the
Center for Research in Security Prices at the University of
Chicago (this set of data was utilized for all the analyses).

The ranges assigned to each of the eight sectors were:
Basic Industries:

1000-1299, 1400-1499, 2600-2699, 2800-2829, 2870-2899, 3300-3399
Capital Goods:
3400-3419, 3440-3599, 3670-3699, 3800-3849, 5080-5089, 5100-
5129, 7300-7399
Construction:
1500-1999, 2400-2499, 3220-3299, 3430-3439, 5160-5219
Consumer Goods:
0000-0999, 2000-2399, 2500-2599, 2700-2799, 2830-2869, 3000-
3219, 3420-3429, 3600-3669, 3700-3719, 3850-3879, 3880-3999,
4830-4899, 5000-5079, 5090-5099, 5130-5159, 5220-5999, 7000-
7299, 7400-9999
Energy:
1300-1399, 2900-2999
Finance:
6000-6999
Transportation:
3720-3799, 4000-4799
Utilities:
4800-4829, 4900-4999

2 In fact, the regression was actually performed using only
seven of the eight attributes. The intercepts for the eight sec-
tors were thus th, th + th, th + F3t ...and th + th, where
F, represents the intercept and Fy; etc. the factor values ob-
tained in the regression. These eight values were then aver-
aged, with the difference between each one and the average
value used as the corresponding sector factor.

'3 In other words, given the inclusion of all but one of the at-
tributes, we should add the remaining one. On the other
hand, all our results concern the extent to which our model
fits historic data. More important questions concern the abil-
ity of a procedure using such a model to predict future risk
and return. For this, one needs to define the precise manner
in which results such as ours would be used for prediction —
a task beyond the scope of this paper.

4 Some commercial services fail to report the corresponding
value for their models, perhaps because their principals are
discouraged by them.

15 It is important to point out that there is no inconsistency be-
tween the importance of other factors in explaining differ-
ences among dctual security returns and the implication of
the original Capital Asset Pricing Model that only predicted
beta is relevant for explaining differences among expected se-
curity returns. The relationship between our results and the
implications of the original Capital Asset Pricing Model is
explored later in the paper.

'8 In principle one should use an estimate of security-specific risk

based on the use of the full factor model over a period for this
purpose. However, this requires more than sixty months of
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data before a security can be included in the analysis. The
cruder method described in the text was employed to use
more of the data for fitting the factor model.

" This assumes (as does the model) that the security-specific
return is uncorrelated with the factor values. The procedure
does not guarantee this, but is likely to give results that are
relatively uncorrelated. Each value in Table 6 equals one
minus the ratio of the security-specific variance to the vari-
ance of the security’s excess return.

'8 All securities with adequate prior data were included. This
criterion might introduce a small amount of ex post selection
bias, but any effects are likely to be minor (and of undeter-
mined sign).

% In this case security-specific return was measured as:
R =1 — Rmt — 1),

where Ry is the return on the value-weighted index of all
NYSE stocks in month t. As before, the R-squared value
equals one minus the ratio of the variance of this security-
specific return to that of the security’s excess return.

* The figures in Table 6 were also larger than comparable val-
ues obtained using unweighted cross-section regressions.

2 [.e. the average of the monthly values was multiplied by 12
and the standard deviation by the square root of 12; this is
equivalent to multiplying each monthly return by 12, then
taking the average and standard deviation of the resulting
values.

% This borders on providing a statistically significant challenge
to certain notions of market efficiency. An alternative ap-
proach would make predictions employing any serial corre-
lation in factor or security-specific returns or (better yet)
provide a detailed model of the time-series behavior of such
returns.

® Interestingly, many users of commercial risk models assume
a standard deviation for the stock market of approximately
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20% (consistent with our 49-year average) but employ esti-
mates of other risks based-on the last two or three decades
when the stock market risk was closer to 15%.

24 The correlation between the two indices was .993.

® The latter assumption implies that the portion of each
portfolio’s return due to security-specific effects is very close
to zero. In practice such portfolios might well require ex-
treme positions (both long and short), with proceeds from
short sales used to finance some of the long positions. Since
such procedures are not feasible for most investors, and
since no transactions costs have been assessed, our
““portfolio interpretations’ should be considered simply use-
ful abstractions, and the figures should not be regarded as
records of directly attainable investment outcomes.

% An alternative (and logically superior) method would use
the assumed factor covariances and the current attributes of
the base (and also take security-specific risk into account).
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What hath MPT
wrought: Which
risks reap rewards??

Some risks do not correlate with systematic risks, so buy “‘risky”’

stocks and diversify.

Robert D. Arnott

he theories upon which Modern Portfolio
Theory (MPT) is based have been under increasing at-
tack of late. We have seen demonstrations that beta
has little to do with return. This is further corroborated
in this article. Many studies have suggested that the
markets do not follow a random walk. Such factors as
size, stock price variability, and P/E seem related to re-
turn, suggesting that security price behavior is not
explained by the Random Walk Hypothesis. These re-
sults also are corroborated in this article.

Do we discard the theories that underly MPT? If
so, do we throw out the tools that MPT has generated?
The first of these two questions will be debated in the
academic journals for years to come. To the second
question, an emphatic “No” is appropriate. MPT tools
can be of value whether or not the theories are accu-
rate.

In fact, the purpose of this article is to examine
precisely which elements of security risk the invest-
ment markets use in security pricing. This issue can be
phrased in another way: While no one disputes the
idea that the investment markets generally provide
higher returns for higher risks, for which risks do in-
vestors require compensation? Furthermore, are these
risks systematic or do they represent inefficiencies that

savvy participants in the marketplace can exploit?
The following analysis systematically examines
these questions, using several measures of risks to ac-
complish this. The methodology will compare ex ante
risk measures with subsequent security returns.” Two
measures will evaluate the extent to which a given risk
measure is associated with.subsequent return. The
first of these is the average annual information
coefficient (IC);* the second is a measure -of consis-
tency, which we term the “stability t-statistic.””®

IS BETA DEAD?

Beta is the most widely recognized risk measure
in use in the investment community. Past studies*
support the market beta as the single most significant
contributor to stock price comovement. In short, beta
has withstood all scrutiny to date as a legitimate mea-
sure of security behavior and risk and as an even more
significant descriptor of portfolio behavior and risk.

Why, then, has there been so much controversy
regarding the merits of beta? Logic dictates that inves-
tors will be risk averse and will expect more return for
higher risk investments. Furthermore, logic suggests

1. Footnotes appear at the end of the article.

TABLE 1A.

1-YEAR INFORMATION COEFFICIENTS —
ANNUAL SUMMARY

1964 1965 1966 1967 1968 1969 1970 1971 1972 1973 1974 1975 1976 1977 1978 1979 1970 1981
TRUE BETA +.17 -.09 -.29 +.25 +.22 -.28 -.32 +.38 +.19 -.13 +.23 +.36 +.47 -.15
EXP. BETA +.17 +.02 =-.31 +.21 00 =016 -.15 +.27 +.11 +.14 +.08 +.18 +.30 -.30
TRUE RISK +.24 -,16 -.47 +.11 -.05 -.30 -.42 +.39 +.24 +.19 +.26 +.43 +.38 -.25
EXP. RISK +.20 -.15 -.25 +.22 -.06 -.16 =-.15 +.24 +.16 +.21 +.22 +.34 +.28 -.27
EPS UNCER. +.22 +.25 +.16 +.21 +.16 -.28 +.14 -.11 -.10 +.01 +.27 +.25 +.42 +.19 +.09 +.19 -.20 +.11
CAPITALIZATION +.19 +.29 +.08 +.43 +.34 -.08 +.07 +.15 +.05 ~.02 +.16 +.35 +.40 +.44 +.24 +.24 -.01 +.22
TOTAL SALES -.02 +.18 +.16 +.33 +.23 +.12 -.01 +.17 +.20 +.02 -.03 +.15 +.19 +.40 +.25 +.28 +.17 +.12
BOOK/PRICE +.16 +.09 ~.20 +.05 +.19 -.32 +.14 -.20 =.19 +.05 +.26 +.26 +.37 +.14 -.06 +.06 -.18 +.16
FARNINGS YIELD +.24 +.11 -.10 +.15 +.23 ~.23 +.21 -.03 -.08 +.03 +.26 +.16 +.29 +.16 -.01 -.12 -.14 +.13
RET. EPS YIELD +.16 +.24 ~.03 +.21 +.23 -.13 +.15 +.08 +.07 +.03 +.20 +.14 +.29 +.19 +.09 -.03 -.12 +.11



that rational investors will largely ignore elements of
risk that they can eliminate through diversification.

These two ideas form the basis of the Capital
Assets Pricing Model (CAPM). The CAPM suggests
that the investor will be compensated for non-
diversifiable risk and will not be compensated for di-
versifiable risk. This makes sense theoretically, but has
failed to pass a blizzard of empirical tests.

Therein lies the problem. If investors are not
compensated for accepting significant non-
diversifiable risk, and if investors demand higher re-
turn for higher risk investments, then beta must notbe
the risk for which investors demand compensation!
Indeed, it is not surprising thatinvestors may focus on
a risk other than beta. Investors will expect greater re-
turns for those issues with greater perceived risk. This
perceived risk need not bear any meaningful relation-
ship with beta.

Table 1 summarizes the 1-year Information
Coefficients for a number of potential risk measures.
The first of these is ““true beta.””® Each information
coefficient represents the correlation between true
beta in a given year and total return for that year. In
any given year there is typically a strong relationship
between beta and return. This is only natural: High
beta stocks should outperform low beta stocks inan up
market, leading to a strong positive IC, and should
underperform low beta stocks in a down market, lead-
ing to a strong negative IC.

Theimportantitem to note is that the meanICis
only 0.07, with a standard deviation of 0.26. This
means that the estimated mean IC of 0.07 has a stan-

TABLE 1B.

1-YEAR INFORMATION COEFFICIENTS —
OVERALL SUMMARY

Mean Std std Stab
IC Dev Err "t"
TRUE BETA +.07 .26 07 1.0
EXP. BETA +.04 .19 .05 0.7
TRUE RISK +.04 .30 .08 0.5
EXP. RISK +.06 .23 .06 1.0
EPS INCER. +.11 .19 04 2.6**
CAPITALIZATION +.20 .18 04 5.2%%%
TOTAL SALES +.16 .12 .03 5.5%%*
BOOK/PRICE +.04 .19 .04 1.0
FARNINGS YIEID +.07 .16 .04 1.9%
RET. EPS YIEID +.10 .12 .03 3.6%**

* - Significant at the 90% level.
** -~ Significant at the 99% level.
*** _ Significant at the 99.9% level.
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dard error of 0.07.% In other words, while beta is a sig-
nificant descriptor of stock price behavior, we cannot
assume with any confidence that the investor is com-
pensated for this risk in the long run. The mean IC is
not significantly different from zero.

In any case, no investor can know, ex ante, the
true beta for a given year. We have nevertheless con-
structed an “expected beta,” derived from historical
data, that represents a good estimator for ““true beta.”
This expected beta is derived from exponentially-
weighted historical price behavior and is adjusted
towards a beta of 1.0 using a Vasicek adjustment.”
Table 2 shows that the expected beta has a correlation
with the “true beta” of 0.53.

TABLE 2.
CORRELATIONS
TRUE EXP TRUE  EXP. EPS TOTAL BOOK/  EPS
BETA BETA RISK RISK UNCER. CAP. SALES PRICE YIELD
EXP. BETA 0.53
TRUE RISK 0.61 0.54
EXP. RISK 0.5 0.67 0.73
EPS UNCER. -0.01  0.00 | 0.19 0n.18
CAPITALIZATION [-0.02 0.00 | 0.35 0.37  0.36
TOTAL SALES n.00 0.1 0.31 0.31 -0.03 n.70
BOOK/PRICE 0.01 -0.03 [ 0.07 0.06 n.58 0.29 -0.14
EARNINGS YIELD 0.02 -0.06 |<0.09 -H.11 n.44 0.1} -0.17 0.32
RET. EPS YIELD 0.01 -0.01 | 0.03  0.03 n.52  0.19 0.6 0.27 0.77

If, however, we assume that this expected beta
is typical of the ex ante estimates of beta that may have
existed prior to each year (in fact, it is a better estimate
than many beta estimates), we find more disappoint-
ing results. The mean IC of this expected beta measure
is just 0.04, with a standard error of 0.05. These figures
lack statistical significance and suggest that expected
beta has a strikingly weak relationship with sub-
sequent stock performance.

We might speculate that the long-term relation-
ship between beta and return is stronger. This
hypothesis is tested in Table 3, which shows the an-
nual Information Coefficient for these same beta mea-
sures vis-a-vis 3-year total return results. The mean
ICs are 0.03 and 0.06 for true beta (measured over the
3-year span) and expected beta (measured as before}),
respectively. Neither IC is very significant, although
the figure for expected beta is marginally significant at
the 90% level. In short, the relationship between beta
and long-term returns hardly differs from the shorter
term results.

Isbeta dead? As a predictor of stock returns, we
(and many others) have demonstrated that beta is of
limited value at best. But beta is not dead. Beta’s value
is as a predictor of risk for the individual security and,
more importantly, for portfolios.

STOCK PRICE RISK

If investors do not demand compensation for
systematicrisk, or beta, perhaps total price volatility is



TABLE 3A.

3-YEAR INFORMATION COEFFICIENTS —
ANNUAL SUMMARY

1971 1972 1973 1974 1975 1976 1977 1978 1979
-.02 -.05 -.19 -.20 +.28 +.11 -.03 +.23 +.31
-.05 -.10 -.13 +.15 +.23 +.15 +.12 +.14 +.19
-.06 -.15 ~.20 -.14 +.38 +.36 +.33 +.36 +.30
-.04 -.12 -.05 +.23 +.28 +.33 +.33 +.36 +.32
-.01 +.16 +.25 +.45 +.36 +.32 +.26 +.16 +.09
+.08 +.10 +.18 +.38 +.48 +.43 +.40 +.30 +.27
+.15 +.07 +.04 +.11 +.30 +.32 +.37 +.31 +.33
-.05 +.16 +.21 +.37 +.34 +.29 +.12 -.07 -.07
-.02 -.01 +.14 +.37 +.20 +.20 +.06 =-.07 -.15
+.07 +.03 +.09 +.38 +.23 +.24 +.15 +.04 -.04

1964 1965 1966 1967 1968 1969 1970
TRUE BETA +.07 -.10 -.10
EXP. BETA +.02 +.02 -.04
TRUE RISK +.04 -.10 -~.15
EXP. RISK +.02 -.06 -.04
EPS UNCER. +.24 +.28 +.26 +.11 +.05 -.11 -.01
CAPITALIZATION +.25 +.34 +.42 +.36 +.25 +.09 +.12
TOTAL SALES +.19 +.30 +.31 +.29 +.22 +.15 +.18
BOOK,/PRICE +.02 +.01 +.04 +.05 +.05 -,21 -~.16
EARNINGS YIELD ~.02 +.02 +.18 +.10 +.18 -.07 -.05
RET. EPS YIELD +.03 +.14 +.12 +.14 +.17 -.01 .00
TABLE 3B.
3-YEAR INFORMATION COEFFICIENTS —
OVERALL SUMMARY
Mean Std Std Stab
IC Dev  Err "
TRUE BETA +.03 .17 .05 0.6
EXP. BETA +.06 .12 .03 1.7*
TRUE RISK +.08 .24 .06 1.2
EXP. RISK +.13 .19 .05 2.3%
EPS UNCER. +.18 .15 .04 4. Tk**k
CAPITALIZATION +.28 .13 .03 8.4%%*
TOTAL SALES +.23 .10 .03 8.9%*%
BOOK/PRICE +.07 .17 .04 1l.6*
FARNINGS YIEID +.07 .14 .03 1.9*
RET. EPS YIFID +.11 .11 .03 4,1 %**

the 0% level.
- Significant at the 99% level.
*** _ Significant at the 99.9% level.

* - Significant at
**%

the perceived risk. We can test this hypothesis in the
same way as the beta was tested.

The performance of ““true risk’ as a return mea-
sure also appears in Table 1. “True risk” is simply the
standard deviation of stock price activity during the
year in which return is tested. As is noted in Table 1B,
the mean IC for “true risk” is only 0.04. With a stan-
dard error of 0.08, this IC is utterly insignificant. An
examination of ex ante expected risk reveals margi-
nally better results. This “expected risk” is determined
by exponentially weighting past stock price volatility.®
The mean IC is 0.06, with a standard error of 0.06.

Once again, it is appropriate to examine the re-
lationship between volatility and longer term returns.
As shown on Table 3, the 3-year performance of stocks
is more strongly related to stock volatility than is the
1-year performance. The 3-year ICs relative to truerisk
(measured over the same 3-year span as return) and

relative to “expected risk” (as defined before) are 0.08
and 0.13, respectively. The IC for the “true risk’”” mea-
sure is not significant, but the IC for “expected risk” is
significant at the 95% level.

All of the ICs associated with beta or risk mea-
sures are positive. This is consistent with the idea that
the investment community demands greater return
for greater stock price risk, both non-diversifiable and
total. Only two of the ICs are significant, however;
hence, this relationship must be considered a rela-
tively weak one.

Note that the investment community appears
more averse to the expected total stock price risk, de-
manding more return, than to the expected non-
diversifiable portion of risk, or beta, which the CAPM
would suggest is more important. It is also interesting
that “expected risk” is apparently more strongly re-
lated to return than “true risk.”

We would speculate that, if volatility exceeds
expectations, investors would increase their required
return and drop the price for a stock. This would re-
duce actual return and would weaken the relationship
between true volatility and return.

Finally, it is interesting to note that the correla-
tion between expected volatility and expected beta is
0.67, and that expected beta has ICs that are approxi-
mately two-thirds as strong as the ICs for expected
volatility. This would suggest that any relationship be-
tween beta and return is predicated solely on volatil-
ity, and that the investment community requires no
additional return for systematic risk except to the ex-
tent that systematic risk is related to stock volatility.
Since none of these phenomena is statistically sig-
nificant, however, a more detailed examination is not
warranted without more extensive testing.

In short, the investment markets are remark-
able insensitive to stock price risk. Yet, investors are
almost universally risk averse. It is a rare investor or
portfolio manager who would knowingly choose a
“risky” investment over a “‘safe” investment without a
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substantial increase in expected return. But Tables 1
and 3 demonstrate that volatile or high beta issues do
not generate appreciably more return than stable or
low beta issues. Since it is clear that investors do not
demand substantially more return for more price risk,
price risk must differ sharply from perceived risk. In
order to determine what constitutes perceived risk, let
us now examine which investment characteristics are
related to return.

EARNINGS UNCERTAINTY

Earnings do matter. Studies have demon-
strated that, when earnings expectations change, the
stock price responds, usually simultaneously,® that
earnings surprises significantly affect prices even for
some time after the surprise earnings have been an-
nounced, '* and that uncertain earnings growth pros-
pects lead to uncertain returns and stock volatility. '
Since much investment community attention is fo-
cused on earnings, earnings uncertainty might be an
element of perceived risk. In other words, investors
may demand greater return on a stock with uncertain
earnings than on a predictable “safe”” stock.

For this test, we define earnings uncertainty by
dividing the 7-year standard deviation in earnings per
share by the stock price. '? By taking a simple standard
deviation, rather than a percent standard deviation
around a trend, we eliminate any mathematical prob-
lems associated with negative earnings data. This ap-
proach does require some normalization to correct for
discrepancies between high-price, high-earnings
companies and low-price, low-earnings companies.
We normalize by dividing by stock price, which once
again avoids mathematical problems with companies
with negative earnings data, while introducing a slight
P/E effect.

Table 1 shows that ex ante earnings uncertainty
does indeed correlate with return. The annual IC aver-
ages 0.11, with a standard error of just 0.04. Unlike the
results for beta or price volatility, this result is
mathematically significant at the 99% level. The longer
term relationship between earnings uncertainty with
subsequent 3-year total return is 0.18, which is sig-
nificant at the 99.9% level.

Thus, we can confidently assert that earnings
uncertainty is a major component of the perceived stock
risk, for which greater return is required. Earnings un-
certainty is related to stock price volatility with a corre-
lation of 0.18-0.19, so stocks with high earnings uncer-
tainty will be more volatile than stocks with stable
earnings. Much of this risk is not systematic, however,
and can be eliminated through diversification: Table 2
shows that there is essentially no correlation between
earnings uncertainty and expected or actual beta.
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THE SIZE EFFECT

A growing body of evidence supports the idea
that small-capitalization stocks significantly outper-
form large-capitalization stocks.'® This effect is so
strong and so consistent that even advocates of the
Efficient Markets Hypothesis have found norefutation
of this effect. On the other hand, any non-systematic
or diversifiable effect that exhibits a significant ex ante
relationship with return clearly violates both the
Efficient Markets Hypothesis and the CAPM.

The results presented in Tables 1 and 3 support
the small stock effect, '* even though our 700-stock test
universe is heavily weighted toward larger issues and
others have found this effect to be strongest for the
very small issues that are absent from our study.
Nonetheless, evenin this universe of larger issues, the
smaller stocks generate superior returns to a striking
extent. The 1-year IC averages 0.20, with a standard
error of only 0.04, while the 3-year IC averages a star-
tling 0.28, with a standard error of just 0.03; both are
significant at the 99.9% level. This small stock effect
was evident in 15 of the last 18 years and never failed
for any 3-year span.

Capitalization actually combines a size effect
with a value effect. If we use total sales, net income, or
book value as a measure of size, we find a size effect
that is mathematically significant but not quite as great
as the capitalization size effect. Tables 1and 3 show the
results for a size effect based on total sales.’® The re-
sults for such a model are just as significant as the
capitalization effect, but the ICs are lower. This occurs
because a capitalization model can be viewed as a sales
effect combined with a value effect based on the ratio
of sales per share to stock price, or as a net income
effect combined with an earnings yield effect, or a
book value effect combined with a book to price ratio
effect. Thus, if small companies generate better total
returns than large companies, and if value measures
such as an earnings yield are also correlated with sub-
sequent total returns, then it is not surprising that
capitalization is a stronger indicator of return than the
internal measures of company size. Several value ef-
fects will be further reviewed in the next section.

If there is a size effect, why do we not see in-
stitutions stampede into smaller stocks and obliterate
the size effect? The problem, once again, is one of per-
ceived risk. Few investment practitioners would con-
sider Maine Public Service to be safer than General
Telephone, for example. Maine Public Service has
hardly any institutional following, it is not widely un-
derstood, and it is illiquid (the stock moved almost
10% on just 10,000 shares of trading in three days in
April 1982). Perhaps most important, a big loss in
General Telephone is more likely to be forgiven by



most clients than a big loss in Maine Public Service.
Nonetheless, Maine Public Service is less volatile, has
far less systematic risk (beta), and has generated more
than 5% per annum more total return from 1975
through mid-1982 than General Telephone.

A second possible source of the small stock ef-
fect, which is related to perceived risk, is constituency:
Who owns the stock, and what risks matter to them?
The constituency of large stocks is usually dominated
by institutional investors with well diversified
portfolios. Institutional investors like to understand a
company, so they want stocks covered by analysts;
they like liquidity, so they favor the large companies
on which block trades are easy; they are penalized by
their clients for losing money on obscure bets, so they
are encouraged to focus on large, good-quality, re-
spectable stocks; their broad diversification means that
only a modest expected return premium vis-a-vis po-
tential non-stock investments is necessary to justify an
investment, and, finally, the small size of the small is-
sues precludes large investments, so there is a sense
that these issues are “too small” to be worth the trou-
ble. The constituency of small stocks is often indi-
viduals whose portfolios display little diversification;
this includes small investors who cannot afford diver-
sification and insiders with substantial undiversified
holdings in their own company. These undiversified
investors could be expected to require a larger ex-
pected return premium to justify their holdings in
these small stocks.

This size effect, like the earnings uncertainty ef-
fect, is not meaningfully related to systematicrisk. The
correlation between size and either true beta or ex-
pected beta is effectively zero. As with the earnings
uncertainty effect, however, the size effectis related to
volatility. The correlation between size and volatility is
0.35, so small stocks are more volatile than large
stocks. But, once again, this appears to be largely
specific risk, which we can eliminate through diver-
sification.

FUNDAMENTAL RISK

Fundamental ratios, such as P/E and the price to
book ratio, are based on the consensus assessment by
the investment community of the fundamental risk in a
company. While P/Eis not as tangible a measure of risk
as beta, volatility, or even earnings uncertainty, it im-
plies a judgment of the fundamental risk of a com-
pany. A high P/E suggests that the investment com-
munity believes that the company will grow quickly
and predictably and that the risk of failing to achieve
this growth is slight; a low P/E suggests an expectation
of slow growth with substantial risk that growth will
not be achieved. Thus, fundamental ratios of this sort

can be viewed as quantitative measures of qualitative
consensus risk judgements.

Tables 1 and 3 summarize the results for three
value measures:'® the ratio of book value per share to
stock price, the ratio of earnings per share to price (or
earnings yield), and the retained earnings yield (earn-
ings yield — dividend yield). Each shows positive cor-
relation with subsequent returns, over both a 1-year
and a 3-year span, with various levels of significance.
The book to price ratio is not much better than the beta
or volatility measures, with a 1-year IC averaging only
0.04 and a 3-year IC averaging only 0.07, and is
sufficiently inconsistent that the 1-year results are not
significant and the 3-year results are barely significant
at the 90% level. Earnings yield is somewhat better
than book-to-price, with 1-year and 3-year ICs both
averaging 0.07. While these figures are similar to the
ICs for beta and volatility, earnings yield is more con-
sistently related to subsequent return than beta or
volatility, so these results are both significant at the
90% level. Finally, retained earnings yield is substan-
tially better than either of these, with 1-year and 3-year
ICs of 0.10 and 0.11, respectively. These are consistent
enough results that they are both significantata 99.9%
level.

it is reasonable to speculate that this retained
earnings yield measures investor confidence that re-
tained earnings will ultimately accrue to the share-
holder. A high retained earnings yield suggests a lack
of confidence in the likelihood that shareholders will
ultimately benefit from the retained earnings, hence, a
risk that the earnings are not meaningful or sustain-
able.

This evidence tells us that traditional value
measures may be quantitative evidence of perceived
qualitative risks. Many of these value measures are not
particularly strong or consistent, but some are sig-
nificant. For the most part, these value measures are
not strongly correlated with systematic risk nor, sur-
prisingly, with total volatility. Thus, once again, we
find potential avenues for diversifiable risk, which
may lead to superior returns.

YES, VIRGINIA, THERE IS A SANTA CLAUS

The market prices securities to reward risk. In-
vestors willing to accept higher risk will reap greater
returns. This idea is not new and has never been chal-
lenged. The key question is: Which risks are factored
into the pricing mechanism of the market?

If the market were perfectly rational and
efficient, some version of the CAPM would hold true,
and returns would be directly related to non-
diversifiable risk. But the market is people, and people
are not perfectly rational. People expect greater return
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for greater perceived risk: They price securities in accor-
dance with the consensus perceived risk. If the marketis
rational, this consensus perceived risk for a security
will match the non-diversifiable risk of that security.
There is substantial evidence that this is not the case.

Any of several strategies can be developed by
exploiting the discrepancies betweenperceived risk and
expected non-diversifiable risk. These strategies can
lead to superior long-term performance without in-
creased risk: Those elements of perceived risk that are
diversifiable can, by definition, be eliminated through
diversification.

What does any such strategy imply? To achieve
superior results in the long run, one must invest in
areas that are perceived by the consensus to be high-
risk. By definition, this is a contrarian strategy. This
implies the sale of “wonderful, safe’”” stocks and the
purchase of the unloved ““dogs,” which are viewed as
risky investments. Since such issues are demonstrated
to have greater price volatility, this strategy will result
in some spectacular flops that will typically be more
than offset by spectacular gains. Finally, it is often
more comfortable to fail conventionally than to suc-
ceed unconventionally; no portfolio manager was ever
fired for buying IBM. This strategy, of necessity, forces
the uncomfortable and unconventional decisions.

Can a strategy based on buying perceived risk
that is not systematic risk backfire? Yes, two condi-
tions can cause inferior performance. First, the per-
ceived risk measure used in a strategy must be diver-
sifiable. If the risk subsequently is found to be sys-
tematic, so that diversification does not reduce the risk
for the portfolio, the exploitation of that risk may not
resultin superior performance. Second, if the aversion
to some element of perceived risk increases over time
(if there is a “’flight to safety”), a strategy based on that
element of perceived risk will fail. This second type of
failure will be temporary but can cover an uncomfort-
able span of time. The two-tier market of 1969-1972
was an unpleasant time for managers using a value-
oriented price to book strategy for this very reason.
The use of a multidisciplinary strategy, focusing on
several aspects of perceived risk, can avert both of
these potential problems most of the time.

In short, there is a Santa Claus in the invest-
ment business who hands out superior performance
without increased risk. This present is given only to
those with the courage to ignore conventional wisdom
and to buy the “risky” issues that do not add to true
portfolio risk.

! The test universe for this study consists of some 700 issues
on the Boston Company database, including all S&P 500
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stocks and stocks on the Boston Company list of closely fol-
lowed stocks. These tests were partially cross-checked
against the full 4000-stock database (including dead stocks),
to test for survivor bias. These tests revealed no meaningful
differences vis-a-vis the 700-stock test.

The information coefficient (IC) is simply the correlation be-
tween a selected return predictor and the subsequent total
return. In most instances, a rank correlation is used. We use
a simple correlation, since a simple correlation captures per-
formance extremes better than a rank correlation. In prac-
tice, there is rarely any significant difference between these
two correlation measures. The IC is widely used in the in-
vestment community in preference to an R* measure. One
reason for this is the simplicity of the concept. A second
reason is that an IC is directly and linearly related to the ex-
cess returns that a security selection strategy can achieve,
while an R? is related to the potential value of a model ina
more subtle way.

We determine the “stability t-statistic’’ by computing annual
ICs for each year in the study. A standard deviation of these
annual IC measures is determined, and we then calculate the
“stability t-statistic’’ by dividing the mean IC by the standard
error in the estimate of meanIC. Clearly, a return forecasting
model with an IC averaging 0.1 and a standard deviation of
0.1 is more consistent and useful than a model with an aver-
age IC of 0.1 and a standard deviation of 0.3. This “‘stability
t-statistic”” provides a simple measure of return forecasting
model consistency, and, one can assume, the likelihood of a
security selection model continuing to add value.

See the following articles. James L. Farrell, Jr., “Analyzing
Covariation of Returns to Determine Homogeneous Stock
Groupings,” Journal of Business, April 1974, pp. 186-207;
Robert D. Arnott, “Cluster Analysis and Stock Price Co-
movement,”’ Financial Analysts Journal, Nov./Dec. 1980, pp.
56-62; Barr Rosenberg, “Extra-Market Components of
Covariance in Security Returns,” Journal of Financial and
Quantitative Analysis, Vol. 9, pp. 263-274.

“True beta” is determined by measuring the 52-week or
156-week regression coefficient of stock behavior relative to
the S&P 500 Stock Index, over the same 1-year or 3-year span
that is used for the total return calculation.

The standard deviation of a series of data can be used to es-
timate the likely error in the mean; this likely error in the
mean, or standard error, is simply:

E(Xi - x)?
YV n-1 '
where n is the number of data samples.

The expected beta is determined by regressing all available
weekly behavior prior to the time span used for return mea-
surement of a stock against the S&P 500 index, using an ex-
ponential weighting function of e %' to emphasize more
recent data. This historical beta is then adjusted toward 1.00,
using a Vasicek adjustment, with the formula:

expected beta = 0.3 + 0.7 X historical beta.

The “expected risk” is determined by measuring the histori-
cal weekly standard deviation of stock price behavior, using
all available weekly dataprior to the time span used for return
measurement, using an exponential weighting function of
e "% to emphasize more recent data.

See the following articles. Edwin J. Elton, Martin J. Gruber,



and Mustafa Gultekin, “Earnings Expectations and Share
Prices,” Management Science, September 1981, pp. 975-987;
Edwin J. Elton, Martin J. Gruber, and Sak Mo Koo, “Expec-
tational Data: The Effect of Quarterly Reports,” Working Pa-
per, New York University.

1 Henry A. Latané and Charles P. Jones, “Standardized Un-
expected Earnings — 1971-77,” Journal of Finance, June 1979,
pp. 717-724.

"' Tony Estep, Nick Hanson, and Cal Johnson, “Sources of
value and risk in common stocks,” The Journal of Portfolio
Management, Summer 1983, pp. 5-13.

2 A one-quarter lag was introduced to the ex ante test data to
allow for reporting lags.

'® See the following articles. R. W. Banz, “The Relationship

Between Return and Market Value of Common Stocks,”
Journal of Financial Economics, Vol. 9, pp. 1-18; A. F. Ehrbar,
“Giant Payoffs from Midget Stocks,”” Fortune, June 30, 1980,
pp. 111-113.

* Qur test is based on log-capitalization, or log (price x shares
outstanding), at year-end immediately before the period
over which returns are measured.

% Our test is based on log (total sales), using sales in the year
preceding the period over which returns are measured. A
one-quarter “reporting lag’ is introduced to prevent the in-
clusion of data that might have been unavailable at the time.

'8 Many measures and strategies other than the ones shown
here have been tested, particularly value-oriented ap-
proaches. These are representative of the kind of results we
observe in our tests.
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Persuasive evidence of
market inefficiency

A book/price strategy and a “‘specific-return-reversal”’ strategy,
subject to careful tests, lead to the “inescapable conclusion” that
prices on the NYSE are inefficient.

Barr Rosenberg, Kenneth Reid, and Ronald Lanstein

his article reports the statistically significant
abnormal performance of two strategies. One strategy
is a “book/price” strategy. The strategy buys stocks
with a high ratio of book value of common equity per
share to market price per share and sells stocks with
a low book/price ratio, where ““book value” is com-
mon equity per share, including intangibles. The sec-
ond strategy is a “specific-return-reversal” strategy.
This strategy calculates the difference between the
investment return for the previous month on the stock
and a fitted value for that return based upon common
factors in the stock market in the previous month.
This differential return is the “’specific return” that is
unique to the stock. This strategy expects the specific
return to reverse in the subsequent month. It there-
fore buys stocks having negative specific returns in
the prior month.

We selected both strategies as interesting can-
didates for tests of market inefficiency based on data
through 1980. We evaluated the prior performance of
the strategies in 1980 and described them in speeches
and articles in 1982 [6, 7, 10, 11]. Based on monthly
returns since the completion of the prior study, both
strategies have shown persuasive evidence of market
inefficiency.

Despite the relatively shart time span, the strat-
egies have separately achieved t-statistics of 3.7 and
11.54, respectively, each implying that the null hy-
pothesis of market efficiency can be rejected at a very
high level of confidence. Further, both strategies pro-
duced performance in this evaluation period that was
closely consistent with their prior performance. We
obtained still higher t-statistics when the prior data
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and the evaluation-period data were combined.

The two strategies are also expected to be sta-
tistically independent a priori, because the results
have shown a negative and statistically insignificant
correlation during the evaluation period. Thus, each
study is an independent test of market inefficiency,
which means that the confluence of the two results
suggests still stronger evidence for market inef-
ficiency.

We defined the strategies and singled them out
for prospective study because we felt that they arose
naturally as straightforward tests of market efficiency.
Each strategy can be viewed as the result of using an
“instrumental variable” for pricing error. To the ex-
tent that pricing errors, for whatever cause, are pres-
entin the U.S. stock market, we anticipated that these
tests might show up that inefficiency by means of the
instrumental variables (the book/price ratio and the
prior month’s specific return, respectively) that are
used. We believe that this study leads to the inescap-
able conclusion that prices on the New York Stock
Exchange are inefficient.

PROPERTIES OF THE STRATEGIES

We define each strategy by a set of weights,
w,, for each of the approximately 1400 stocks in a
prospectively defined universe of large companies,
called the HICAP universe. The set of weights is cal-
culated as of the end of the previous month, based
upon data available on or before that date. The out-
come of the strategy, called the “return to the strat-
egy’’ and denoted by “f,” is the weighted average of
the monthly returns for the stocks:



f = 3w.r,

where r, is the rate of return on stock n.

The set of weights for each strategy has the
following characteristics:

(1) The weights are both positive and negative, and
the sum of the weights is zero. Consequently, the
return to the strategy can be viewed as the return
on a “pure hedge portfolio” with a zero invest-
ment value.

(2) The weights are constructed so that the sum of
the weights is zero within each of 55 industry
groups. Each strategy therefore takes both long
and short positions in each industry, which av-
erage out to zero, and so is immunized against
industry factors of return.

(3) The strategy is also constructed to be orthogonal
to a set of “risk indexes,”” with which common
factors of return are also associated. The weighted
sum of each of the following risk indexes,
weighted by the strategy weights, is zero:

1. Variability in Markets. Beta prediction
based upon stock price behavior, option
price, etc.

2. Success. Past success of the company, as
measured by stock’s performance and earn-
ings growth.

3. Size. A size index based on assets and capi-
talization.

4. Trading Activity. Indicators of share turn-
over.

5. Growth. A predictive index for subsequent
earnings per share growth.

6. Earnings/Price. Ratio of estimated current
normal earnings per share to stock price.

7. Earnings Variation. Variability of earnings
and cash flow.

8. Financial Leverage. Balance sheet and oper-
ating leverage of industrial companies.

9. Foreign Income. Proportion of income
identified as foreign.

10. Labor Intensity. Ratio of labor cost to capi-
tal cost.

11. Yield. Predicted common stock dividend
yield.

Consequently, the return to the strategy is im-

munized against any common factor returns as-

sociated with these stock characteristics.

(4) The book/price and specific-return-reversal strat-
egies are orthogonal to one another. The two sets
of weights have zero cross-product. Conse-
quently, the return on each strategy is expected
to be independent of the other one.

(5) Each strategy is standardized, so as to imply an
exposure to the variable that is constant over time.

For the book/price strategy, the weighted sum of
book/price ratios differs from the market average
by one cross-sectional standard deviation of that
ratio. In other words, the strategy is persistently
located one standard deviation away from the
capitalization-weighted mean value for all stocks.
For the specific-return-reversal strategy, the sum
of the positive weights is 1.0, and the sum of the
negative weights is —1.0, so the return on the
strategy corresponds to the difference between
returns on a “buy portfolio” of stocks with neg-
ative prior specific returns and a “sell portfolio”
of stocks with positive prior specific returns.
(With respect to an “indicator variable” for the
sign of the previous month’s specific return, this
strategy is positioned at two cross-sectional stan-
dard deviations away from the mean, so that it
is, in a precise sense, twice as aggressive with
respect to its instrumental variable as the book/
price ratio strategy is with respect to its instru-
mental variable.)

(6) The set of weights for each strategy is calculated
so as to minimize the variance of the strategy’s
return arising from the specific returns of the in-
dividual companies, subject to meeting the above
five restrictions. In other words, the noise re-
sulting from the random specific returns of the
individual stocks is made as small as possible.

Because each strategy is a ““pure hedge portfolio,” we

can view the return to the strategy as a potential in-

cremental return that an investor can earn by adjust-
ing an existing portfolio in the direction of the
strategy.

Let h, denote the investment proportions in an
ordinary portfolio of common stocks. Let r, denote
the investment rate of return on that portfolio. Then
if the initial portfolio is adjusted in the direction of
the hedged portfolio, so that the resulting investment
weights are each (h, + w,), then the rate of return
on the adjusted portfolio will be r, + f. For this
reason, statistically significant performance of the
strategy — to the extent that that performance is un-
correlated with the return on the initial portfolio —
implies that it is necessarily possible to improve the
mean/variance characteristics of the initial portfolio
by making the adjustment, and so suggests that the
investor holding portfolio weights h,, would prefer to
hold portfolio weights h,, + w,; thus, good perform-
ance suggests an inefficiency in the marketplace.

THE TWO STRATEGIES AS INSTRUMENTS
FOR MARKET INEFFICIENCY

Suppose that the market is in fact inefficient,
in the sense that if v, is the ““fair value” of stock n,
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then the stock price p, differs from the fair value by
a pricing error e,, i.e., p, = v, + e,. The usual pre-
sumption is that the market price is unfair in the sense
that the pricing error e will be reversed in the future.
Consequently, the rate of return in the subsequent
month, r,, is negatively correlated with e,. A variable,
X,, will serve as an “instrumental variable” for sub-
sequent performance, r,, if it is correlated with the
initial pricing error, e,. Therefore, to search for market
inefficiency, we should search for a variable, x, which
we expect to be negatively correlated with e, and
therefore positively correlated with subsequent re-
turn, r. This variable will define the strategy that tests
for the existence of the pricing error, by means of the
test of subsequent returns.

One way to obtain an instrument for e is to
find a variable that is correlated with the difference v
— p, since —e = v — p. For a variable x to be pos-
itively correlated with v — p, x must increase when
the value of the firm increases relative to the price of
the firm.

Traditionally, ratios of the firm’s activity to the
stock price have been used for this purpose. In prin-
ciple, any ratio, such as book/price, earnings/price, or
dividend/price = yield, can be used. Nevertheless,
the value of these financial ratios as instruments may
be destroyed if they are used in the process of security
analysis or as a quantitative screen by investors using
quantitative techniques.

If an investor uses the variable x as an indi-
cation of the desirable stock quality, so that stock price
is bid up in proportion to x, then x may acquire a
positive correlation with p, over and above the in-
direct relationship with p, which x obtains through
its link to underlying value, v. As the correlation with
p increases (as the stocks with high x values are bid
up in price and stocks with low x values are bid down
in price), the result is to reduce the correlation of x
with v — p and eventually to destroy its usefulness
entirely. Since substantial work had previously been
done with yield as a criterion for investment, and
since the earnings/price ratio was much emphasized
in security analysis and had previously been studied
in the finance literature by S. Basu, we felt that the
book/price ratio was an intriguing candidate for
study. Since it had not been heavily described in the
quantitative literature, it might possibly serve as an
as-yet unspoiled instrument.

Another approach to obtaining an instrumental
variable is to attempt to find a variable x that is directly
correlated with the pricing error e. The previous
month’s specific return, u, ,, is a natural instrument
for this purpose.

The explanation of this relationship is straight-
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forward. Suppose that a common-factor model is used
to fit the most probable return for this stock in the
previous month, by analogy with the returns with
similar stocks. In other words, the common-factor
model explains the returns on all stocks as a result of
their characteristics, and so estimates factors of return
associated with industry groups and with risk in-
dexes. Then, to the extent that the stock’s previous
month’s return differed from this fitted return, the
difference was unique to that stock. If there is a pric-
ing error for the stock, that error would probably
show up as a component of this unique return.

In fact, we can consider the difference between
the pricing error for the stock at the end of the prior
month and the pricing error at the inception of that
month as one of the components of the previous
month’s specific return. Therefore, in the absence of
some adjustment to remove this relationship, we
would expect that the previous month’s specific re-
turn would be positively correlated with every one of
its components and, particularly, with the component
that was the change in the pricing error.

The final step in the argument is to notice that
the pricing error at the end of the previous month is
the starting point for the current month’s return: A
larger change in pricing error over the previous month
implies, ceteris paribus, a likelihood of a larger pricing
error at the end of the previous month.

The complete linkage is as follows: The pre-
vious month’s specific return is positively correlated
with its component, which is the change in the pricing
error over the previous month, which is positively
correlated with the magnitude of the pricing error at
the end of the previous month. Therefore, the pre-
vious month’s specific return is intrinsically positively
correlated with the pricing error at the end of the
previous month. Consequently, we can expect the
negative of the specific return to be positively corre-
lated with this month’s investment return.

As in the case of the book/price variable, we
must ask whether this correlation would be vitiated
by use of the previous month’s specific return by tech-
nicians as a transaction strategy. In other words, if
market participants were actively seeking to profit
from anticipated specific return reversals, the results
would be to reduce, and even eliminate, the use of
the instrumental variable.

There are two reasons, however, to think that
the instrument might remain valid. First of all, be-
cause the strategy requires a high rate of turnover,
the inhibition provided by transaction costs could
leave a significant correlation even if the investment
value of the strategy had been fully removed. Second,
because of the strong bias toward market efficiency



that has been present in academic circles, there might
be skepticism about the use of such a simple, tech-
nical, quantitative rule for trading strategies.

For these reasons, we felt that the book/price
(B/P) strategy and the specific-return-reversal (SRR)
strategy were natural instruments to use in the search
for market inefficiencies.

IMPLEMENTATION OF THE STRATEGIES
AND CALCULATION OF THE RESULTS

We based the initial retrospective test of these
strategies on a data base of monthly stock data from
January 1973 through March 1980 for the B/P strategy,
and on through December 1980 for the SRR strategy.
For the retrospective study, we strove to assure that
all data used in calculation of the weights in the strat-
egies would have been available prior to the month
for which the return was calculated. We also carefully
screened the data base to remove as many errors as
possible, so that the investment returns would be
valid.

We based this analysis primarily upon the
Standard & Poor’s Compustat data base and the IBES
Analytics data base. There was no retrospective bias
in the latter, and retrospective bias in the former could
be avoided by use of the Compustat Research Tape.
As a result, we were able to avoid survivorship bias
and retrospective inclusion bias.

For present purposes, the key concern is with
the prospective tests, beginning with the endpoints
of the retrospective studies. Strategy weights for
every month were calculated, based upon data
through to the prior month’s close, and calculation of
the strategy weights was usually completed by the
second or third business day of the month. The sam-
ple was defined prospectively as the HICAP universe.
The strategic returns calculated here are therefore a
true test of the outcome of a predefined investment
strategy.

PERFORMANCE OF THE BOOK/PRICE STRATEGY

The monthly strategy returns f, can be analyzed
for their relationships with the market returns by
means of the time-series regression:

ff=a+Pry +e,t=1...,T 0}

where 1, is the excess return on the market (the
monthly S&P 500 return minus the monthly 30-day
Treasury Bill return), and €, is the unexplained return.
The coefficient  gives the responsiveness of the strat-
egy return to the market portfolio, and « is the av-
erage residual factor return. Let » denote the standard
deviation of the residual return, @ = std. dev. (e).
Table 1 summarizes the results of this regres-

TABLE 1
Monthly Performance of the Book/Price Strategy

1973.1- 1980.4- 1973.1-

1980.3 1984.9 1984.9
a (basis points) 41 32 36
t-statistic 4.5 3.7 5.7
o (basis points) 83 62 76
Number of months positive 64 38 102
Number of months negative 23 16 39
Number of months total 87 54 141

sion for the 87 months of the retrospective study, for
the 54 months of the prospective study, and for the
total sample of 141 months. Each panel provides the
average residual return (a) for this strategy and the
standard deviation of the residual return (), in basis
points per month. For example, the average residual
return for the entire period was a = 36 basis points,
or 0.36 percent per month, and the standard deviation
of the monthly residual return was 76 basis points.
The systematic risk coefficient, 8, was indistinguish-
able from zero, so it is not reported in the table. The
foot of Table 1 shows the number of monthly returns
that were positive, negative, and the total for each
subperiod and for the entire history.

The return to the B/P strategy was positive in
38 of the 54 months of the prospective evaluation.
The mean residual return was 32 basis points and the
standard deviation of monthly residual return was 62
basis points. This led to a t-statistic of 3.7, which
permits us to reject the hypothesis that the mean re-
sidual return is zero at the 99.95% level of confidence.
The performance of the B/P strategy in the evaluation
period was consistent with the prior experience.
Therefore, we are justified in combining the entire
sample history into a single test of market efficiency.

Table 2 shows an intriguing aspect of the B/P
returns for the 12 calendar months. The left-hand

TABLE 2

Seasonality of Book/Price Returns (Basis Points)

1973.1-1980.3 1980.4-1984.9 1973.1-1984.9
1) o4 t-stat ') [0 g t-stat '8 o t-stat
January 193 125 ( 4.39) 133 62 ( 4.29) 173 109 ( 5.58)
February 37 45 ( 231 77 42 ( 3.67) 50 47 ( 3.70)
March 50 87 ( 1.63) 47 67 ( 1.39) 49 78 ( 2.18)
April 18 30 ( 1.63) 47 40 ( 2.64) 30 36 ( 2.88)
May 21 40 ( 1.40) 23 34 ( 0.85) 22 36 ( 2.15)
June 36 40 ( 243)| -17 53 (-0.72) 14 51 ( 0.97)
July 47 61 ( 2.05) 39 39 ( 2.22) 44 51 ( 2.97)
August 20 68 ( 0.78)| —13 86 (-0.33) 6 74 ( 0.25)
September 43 55 ( 2.07) 10 75 ( 0.30) 29 63 ( 1.61)
October —-28 69 (~1.08)| —16 23 (-139) | —24 55 (-145)
November 33 75 ( 1.16) 38 44 ( 1.75) 35 63 ( 1.85)
December —13 42 (—0.81) 25 29 ( 1.7 1 41 ( 0.05)
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panel shows the mean and standard deviation of the
returns over the historical sample. Both the mean ()
and the standard deviation (o) of the book/price re-
turn were much higher in January than in any other
month. There appears to be a downward trend in
over the course of the year. As the monthly t-statistics
in the left-hand panel show, the mean return was
highly significant in January (t-statistic = 4.39), and
the t-statistic exceeded 2 in February , June, July, and
September. We emphasized this seasonal pattern in
our discussions of the strategy in 1982 [11].

The central panel of Table 2 displays the
monthly means and standard deviations during the
prospective evaluations. Again, the January mean
stands out sharply and, again, there is an appearance
of a downtrend in the mean values from January
through December. Despite the brevity of the sample,
the January and February means achieve high statis-
tical significance, and the April and July means have
t-statistics greater than 2.0.

The right-hand panel shows the seasonality for
the entire eleven- and-three-quarter year sample.
Here the downward trend from January through to
the end of the year is pronounced, and the t-statistics
for January, February, March, April, May, and July
are each separately greater than 2.0.

PERFORMANCE OF THE SPECIFIC-
RETURN-REVERSAL STRATEGY

The SRR strategy defined in the earlier paper
[10] (Rosenberg and Rudd (1982)) used the negative
of the previous month’s specific return as the instru-
mental variable. Table 3 reports the strategy reported
in the earlier paper, together with the subsequent
performance of the strategy.

TABLE 3

Monthly Performance of Specific-Return-Reversal Strategy

1973.5- 1981.1- 1973.5-

1980.12 1984.10 1984.10
u (basis points) 112 104 109
t-statistic 10.4 10.34 13.83
o (basis points) 103 68 93
Number of months positive 83 43 126
Number of months negative 9 3 12
Number of months total 92 46 138

The performance in the prospective evaluation
is similar to the historical study. The mean monthly
return is smaller, but the time-series variability of the
return is reduced even more, so that the strategy
achieves even higher significance per unit time after
the prospective evaluation. In fact, the results are pos-
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itive 43 months out of 46. The result is a t-statistic of
10.3, which permits an essentially conclusive rejection
of the null hypothesis that the actual mean return of
the strategy is 0.0.

To provide a still clearer strategy, and to in-
sulate the results from the effects of misrecorded
prices, we considered an alternative strategy in which
the instrumental variable is the sign af the previous
month’s specific return. In other words, the strategy
is simplified to purchasing an equal-weighted “buy
portfolio” of stocks whose previous month’s specific
returns were negative and selling short an equal-
weighted portfolio whose previous month’s specific
returns were positive. The monthly return on that
strategy is simply the difference between the monthly
returns for the buy and sell portfolios, which coin-
cides with the difference between the average return
for the month on the stocks whose previous month'’s
specific returns were negative and the average return
in the month for the stocks whose previous month’s
specific returns were positive. The results of that strat-
egy appear in Table 4. As the beta was significantly
different from zero, we carried out the time-series
regression on the market return (Equation 1) and re-
port the alpha, beta, and residual standard deviation,
omega, in the table. This strategy achieves an even
higher level of statistical significance, with a t-statistic
of 11.5 for the 46-month sample. The results are pos-
itive 45 months out of 46. Average January abnormal
profits were 202 basis points, versus 129 basis points
on average for the other eleven months of the year.
This difference is intriguing, but it was not statistically
significant.

TABLE 4
SRR Monthly Return (Basis Points)

o B w
136 0.10 80
(11.54) (3.65)

t-statistics in parentheses.

TRADING THE STRATEGIES

Trading costs are an important aspect to be
considered in applying these strategies. Trading costs
include the direct expenses of commissions and taxes,
plus the price effect of trading. Trading costs for an
institutional investor utilizing the B/P strategy would
almost certainly have had a negligible effect upon
performance. Urgent trading of the B/P strategy is not
necessary, because the B/P criterion variable is not
timely; a round-trip trading cost of 100 basis points
is probably an ample allowance. Portfolio turnover is



less than 5% per month, so that the drain from trading
costs would be less than 5 basis points per month, as
against an average abnormal performance of 36 basis
points per month for the entire history.

The performance of the SRR strategy, on the
other hand, would be greatly reduced for an investor
experiencing trading costs. The strategy relies on
timely data, so that urgent trading is important. Since
the SRR strategy reported in Table 4 involves holding
one portfolio long and another portfolio short, and
since approximately 50% of the stocks in each port-
folio are switched each month, there is a trading cost
drain equal to 100% of the round-trip trading cost each
month. Therefore, a drain of 100 basis points or more
against a monthly performance of 136 basis points is
not unlikely.

Some investors would not be faced with these
trading costs. Brokers and dealers, for example, might
face trading costs that were a fraction of this. Also,
the investor who had determined to trade for other
reasons, and who was using the SRR strategy as a
timing device, would face no incremental trading
costs from exploiting it.

The abnormal return of 136 basis points per
month reported in Table 4 for the SSR strategy may
be unobtainable if an investor is unable to sell short
the “’sell portfolio” at the month-end closing prices.'
We evaluated an alternate strategy where the investor
takes a long position in the “buy portfolio” and sells
short the S&P500 index.? The average residual return
declines from 136 to 96 basis points per month. The
long side of the SRR strategy, taken alone, provides
most of the abnormal return.

MULTICOLLINEARITY OF MULTIPLE STRATEGIES

Multicollinearity of the strategy variables is an-
other potential problem in studies of factors in market
returns. When a variable is used in raw form to con-
struct a strategy, without any attempt to immunize
the strategy against other factors, the strategy weights
are directly related to that variable. The mode of anal-
ysis corresponds to a simple regression on that var-
iable, and we can define the results as a “simple
factor” of return. When that approach is taken, the
major potential criticism of our study is that that var-
iable may have served as a surrogate for other vari-
ables more closely related to the subsequent abnormal
returns.

In the present case, we have made each strat-
egy orthogonal to the other strategy, to 55 industry
groupings, and to 11 other “risk indexes,”” which are
continuous variables characterizing the stocks. This

1. Footnotes appear at the end of the article.

approach is subject to the criticism that this ortho-
gonalization of the strategy weights may create wildly
variable weightings because of multicollinearity of
these strategy variables with the other dimensions.

Fortunately, this is not a problem. We delib-
erately constructed the risk indexes so that multicol-
linearity would not be severe. As a matter of fact, the
time-series standard deviation of the B/P strategy re-
turn discussed here is only 76 basis points, whereas
the time-series variation of the simple B/P strategy
return is 139 basis points. Both strategies have the
same standardized exposure to the B/P ratio, so a
reduction in the time-series variability can occur only
if the risk reduction from immunizing the effects of
other common factors has exceeded the risk increase
due to higher specific variance from the wider variable
weightings. In other words, the multiple-factor strat-
egy has substantially lower time-series risk, which
confirms the benefits from orthogonalizing the
weights.

Another important question related to the two
tests is the extent to which they are independent of
each other. Since the weightings are orthogonal a
priori, we should expect the strategies to show in-
dependent returns. The realized outcome was con-
sistent with this: The correlation between the monthly
residual returns on the B/P and SRR strategies was
—.19 for the 45 overlapping months, which was
insignificantly different from zero. A “‘super strategy”
that exploited a portfolio of the two strategies would
therefore have achieved an even higher t-statistic than
either strategy separately.

The B/P and SRR strategies are independent in
another important sense. The B/P strategy corre-
sponds to a “slow idea,” and the SRR strategy to a
“fast idea.” Specifically, the B/P strategy exploits a
decision criterion having data that are one to four
months out of date (depending upon the month in
the calendar quarter), and stocks purchased based on
that criterion tend to be held for more than a year,
on average. The SRR strategy exploits timely data,
with 50% of the stocks in the portfolio traded at the
end of the month. The success of two such diverse
strategies tends to confirm, in our minds, the exist-
ence of underlying pricing errors in the market, which
can be imperfectly detected by either alternative in-
strument.

POSSIBLE BIAS

One potential problem in the study is a positive
bias in the results due to errors in the recorded prices.
The B/P and SRR strategies use instrumental variables
for pricing error, and these will single out underval-
ued securities, whether the low price is a true market
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price or a problem in recording the price itself. There
is a real potential that a pricing error will cause the
stock to appear desirable by B/P or SRR criteria and
that the correction of the pricing problem in a sub-
sequent month will induce a spurious, favorable re-
turn. We have taken much care to eliminate this
source of bias.

First, we screened the data base for errors in
prices and adjustment factors. Second, we calculated
the B/P variable only once at the inception of each
quarter, and the market price used as the denomi-
nator is lagged one month prior to the beginning of
the quarter. For example, the B/P strategy for the
months of January, February, and March is based
upon a value of B obtained from the Compustat tapes
in mid-December and upon the closing market price
P at the end of November. Since the vast majority of
pricing errors in the U.S. common stock data bases
are reversed within the following month, the one-
month lag almost assures that there will be no spu-
rious upward bias in returns due to errors in the de-
nominator of the B/P ratio.

For the SRR strategy, timing is of the essence:
It is detrimental to lag the month in which the specific
return is calculated. Accordingly, we cannot use lag-
ging to eliminate the potential upward bias from the
reversal of the prior month’s error during the current
month.

We applied two modifications to the original
strategy to minimize this bias, relying on the tendency
of pricing errors in these data bases to be rare but
large. Usual errors arise from mistyping or reversing
the digits of the price or from mistiming a stock ad-
justment; in either instance, the error is likely to be
more than 10%. Further, it is the large errors whose
reversals have the potential to significantly bias the
results in an upward direction. The SRR strategy re-
ported in the previous paper [10] used the prior
month’s specific return itself as the instrument, and
so undertook positions in stocks that were propor-
tional to the prior month’s specific return. This re-
sulted in large weights on the few stocks with large
errors, and so in substantial potential profit.

The SRR strategy reported here, in which the
weight on the stock depends only on the sign of the
prior month’s specific return and not on the magni-
tude, is a natural adjustment to minimize the impact.
Even if there is a 50% downward pricing error in the
previous month, the weight on the stock in this
month’s buy portfolio will be only 1/700, so that the
spurious positive return when the stock returns to the
correct price in the current month will be only 1/700
of 100%, or 14 basis points. The results in Table 4
reflect this SRR strategy.
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As a second check, we applied the SRR strategy
only to those stocks with specific returns between
—10% and +10% in the prior month. We deleted all
stocks with specific returns beyond these boundaries.
This caused more than 15% of the stocks to be ig-
nored, and these were the stocks that would be most
desirable according to the logic of the SRR instrument.

Evidently, this strategy is expected to perform
less well than the strategy based on all stocks, but the
key question is the extent of sacrificed return. If the
original return were somehow due to undetected data
errors, then we could expect that discarding the stocks
with extreme prior specific returns to wipe out the
effect. As Table 5 shows, exclusion of the prior returns
does reduce the monthly productivity of this strategy
from 136 basis points to 105 basis points, which is
probably no more than would be expected in the ab-
sence of data error. The results for the truncated sam-
ple remain excellent, with a time-series t-statistic of
10.94 for the abnormal return.

TABLE 5

SRR Return Excluding Outlying Prior Returns
(Basis Points)

a B8 w
105 0.08 66
(10.94) (3.43)

t-statistics in parentheses.

In short, we have been able to satisfy ourselves
that the results reported here are not due to pricing
error. Rather they reflect opportunities available
when trading at the month-end market prices of U.S.
common stocks.

Sample bias in favor of survivors is another
potential problem in this sort of study. Both strategies
single out stocks that have done poorly in the mar-
ketplace lately; they may not be as likely to survive
as other companies. Any retrospective bias toward
survivors would tend to reduce the losses of the strat-
egies and so bias their performance upward. For the
study through 1980, we took care to avoid retrospec-
tive sample biases, but it is possible that some crept
in. For the evaluation since 1980, on the other hand,
the sample was routinely defined in advance, and so
no retrospective bias was possible.’

CONCLUSION

This study has evaluated two prospectively
defined strategies for obtaining abnormal perform-
ance. Both strategies independently achieved highly
significant results, which were consistent with their
prior performance in the retrospective study. There-
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What moves stock

prices?

Moves in stock prices reflect something other than news about

fundamental values.

David M. Cutler, James M. Poterba, and Lawrence H. Summers

inancial economics has been enormously suc-
cessful in explaining the relative prices of different
securities, a process facilitated by the powerful in-
tuition of arbitrage. On the other hand, much less
progress has been recorded in accounting for the ab-
solute level of asset prices.

The standard approach holds that fluctuations
in asset prices are attributable to changes in funda-
mental values. Voluminous evidence demonstrates
that share prices react to announcements about cor-
porate control, regulatory policy, and macroeconomic
conditions that plausibly affect fundamentals. The
stronger claim that only information affects asset val-
ues is much more difficult to substantiate, however.

The apparent absence of fundamental eco-
nomic news coincident with the dramatic stock mar-
ket movements of late 1987 is particularly difficult to
reconcile with the standard view. This paper explores
whether the 1987 market crash is exceptional in this
regard, or whether a large fraction of significant mar-
ket moves are difficult to explain on the basis of in-
formation.

Several recent studies of asset pricing have
challenged the view that stock price movements are
wholly attributable to the arrival of news. Roll (1988)
shows that it is difficult to account for more than one-
third of the monthly variation in individual stock re-
turns on the basis of systematic economic influences.
Shiller’s (1981) claim that stock returns are too variable
to be explained by shocks to future cash flows or
plausible variations in future discount rates argues

for other sources of movement in asset prices. French
and Roll (1986) demonstrate that the variation in stock
returns is larger when the stock market is open than
when it is closed, even during periods of similar in-
formation release about market fundamentals.

The difficulty of explaining returns on the basis
of information is not confined to equity markets. Fran-
kel and Meese (1987) report similar findings in the
foreign exchange market. Roll (1984) finds that news
about weather conditions, the principal source of var-
iation in the price of orange juice, explains only a
small share of the movement in orange juice futures
prices.

This paper estimates the fraction of the varia-
tion in aggregate stock returns that can be attributed
to various types of economic news. The first section
relates stock returns to the arrival of information
about macroeconomic performance. We find that our
news proxies can explain about one-third of the vari-
ance in stock returns.

To examine the possibility that the stock mar-
ket moves in response to information that does not
enter our definition of news, the next section analyzes
stock market reactions to identifiable world news.
While news regarding wars, the Presidency, or sig-
nificant changes in financial policies affects stock
prices, our results cast doubt on the view that “qual-
itative news” can account for all the return variation
that cannot be traced to macroeconomic innovations.
This finding is supported by the observation that
many of the largest market movements in recent years
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have occurred on days when there were no major
news events.

Our concluding section argues that further un-
derstanding of asset price movements requires two
types of research. The first should attempt to model
price movements as functions of evolving consensus
opinions about the implications of given pieces of
information. The second should develop and test
“propagation mechanisms” that can explain why
shocks with small effects on discount rates or cash
flows may have large effects on prices.

THE IMPORTANCE OF MACROECONOMIC NEWS

Here we seek to determine whether unex-
pected macroeconomic developments can explain a
significant fraction of share price movements. We
analyze monthly stock returns for the 1926-1985 pe-
riod, as well as annual returns for the longer 1871~
1986 period.

For each data set, our analysis has two parts.
First, we estimate regression models relating each ma-
croeconomic variable to its own history and that of
the other variables. We use these models (vector au-
toregressions) to identify the unexpected component
of each time series and to consider the explanatory
power of these news measures in explaining stock
returns. Second, we adopt a less structured approach
to the examination of macroeconomic news. After
controlling for the influence of lagged economic fac-
tors on prices, we measure the incremental explan-
atory power of current and future values of our
macroeconomic time series.

Structured Vector Autoregression Evidence

We begin by analyzing monthly stock returns
for the 1926-1985 period, using seven measures of
monthly macroeconomic activity, chosen to measure
both real and financial conditions:!

1. The logarithm of real dividend payments on the
value-weighted New York Stock Exchange port-
folio, computed as nominal dividends from the
Center for Research in Security Prices data base
deflated by the monthly Consumer Price Index.

2. The logarithm of industrial production.

The logarithm of the real money supply (M1).

4. The nominal long-term interest rate, measured as
Moody’s AAA corporate bond yield.

5. The nominal short-term interest rate, measured as
the yield on three-month Treasury bills.

6. The monthly CPI inflation rate.

7. The logarithm of stock market volatility, defined
following French, Schwert, and Stambaugh (1987)
as the average squared daily return on the Stan-
dard & Poor’s Composite Index within the month.

To isolate the news component of these seven

w

macroeconomic series, we fit vector autoregressions
relating the current value of each to its own lagged
values and those of the other six series. Each equation
also includes a set of indicator variables for different
months. We treat the residuals from these equations
(denoted ;) as macroeconomic news and use them
as explanatory variables for stock returns:

R = oy + 0% + 0%, + as* s +
s + 0570+ ol + ot T e (1)

R, is the real, dividend-inclusive return on the
value-weighted NYSE index, and the seven variables
on the right-hand side are the macroeconomic news
variables. The R? for Equation (1) measures the frac-
tion of the return variation that can be explained by
our right-hand side variables. In other words, it mea-
sures the importance of these types of macroeconomic
news in explaining stock price movements.?

Table 1 reports estimates of Equation (1) using
monthly data for both 1926-1985 and 1946-1985. Sev-
eral conclusions emerge from this table. First, ma-
croeconomic news as we have defined it explains only
about one-fifth of the movement in stock prices. In-
creasing the number of lagged values included in the
VARs does not substantially alter this finding. Sec-
ond, most of the macroeconomic news variables affect
returns with their predicted signs and statistically sig-
nificant coefficients.? For the full sample period, an
unexpected 1% increase in real dividends raises share
prices by about one-tenth of 1%, while a 1% increase
in industrial production increases share values by
about four-tenths of 1%. Both inflation and market
volatility have negative and statistically significant ef-
fects on market returns. An unanticipated 1% rise in
volatility lowers share prices by slightly less than
0.025%, so a doubling of volatility would lower prices
by about 2.5%. The other macroeconomic innovations
appear to have a less significant effect on share prices.

We examine the robustness of our findings by
performing similar tests for the 1871-1986 period. As
monthly macroeconomic time series are unavailable
for this extended period, we focus on annual returns.
We measure R, as the January-to-January return on
the Cowles/Standard & Poor’s stock price series. This
series was developed by Robert Shiller and was used
in Poterba and Summers (1988). Our macroeconomic
variables include the logarithm of real dividend pay-
ments during the year, the logarithm of real GNP from
Romer (1988), the légarithm of real M1, the nominal
long-term interest rate, the six-month commercial
paper rate, and the inflation rate for the NNP deflator
(all from Friedman and Schwartz, 1982), and the log-
arithm of stock market volatility, defined as the sum
of squared monthly returns on the Cowles/S&P Index
within the year.
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TABLE 1

Restricted VAR Evidence on Macroeconomic News and Stock Returns

Coefficients on Macroeconomic News Variables

Lags Real Industrial Real Interest Rates )
in VAR Dividends Production Money Long Short Inflation Volatility R?
1926-1986 Sample (Monthly Data)
3 0.081 0.427 0.195 -2.64 —0.682 —-0.079 ~0.022 0.185
(.011) (.112) (.152) (1.57) (.638) (.071) (.003)
6 0.094 0.398 0.074 -2.18 —0.586 -0.123 -0.023 0.186
(.012) (.113) (.158) (1.62) (.654) (.073) (.003)
12 0.116 0.373 0.066 -1.91 -0.967 -0.111 —-0.023 0.188
(.014) (.121) (.165) (1.73) (.079) (.079) (.003)
24 0.138 0.382 0.155 0.41 -1.340 —0.138 -0.025 0.187
(.016) (.133) (.182) (2.02) (0.824) (.088) (.004)
1946-1985 Sample (Monthly Data)
3 0.050 0.100 0.180 ~2.15 ~-1.23 -0.075 -0.017 0.149
(.012) (.166) (.355) (1.24) (.522) (.059) (.003)
6 0.051 0.287 0.081 -2.15 -1.22 -0.110 -0.018 0.144
(.013) (.186) (.206) (1.31) (.546) (.062) (.003)
12 0.068 0.245 0.017 -1.92 -1.73 -0.114 -0.017 0.155
(.016) (.193) (.482) (1.42) (-602) (.072) (.003)
24 0.078 0.073 —0.304 0.352 -2.21 -0.148 —-0.020 0.126
(.020) (.235) (.567) (1.83) (.794) (.095) (.004)
1871-1986 Sample (Annual Data)
2 ~0.024 0.738* 0.150 -0.021 —-4.91 ~0.716 -0.006 0.064
(.180) (.483) (.613) (3.83) (1.90) (.532) (.029)
3 ~0.074 0.875* 0.235 0.175 -5.23 -0.814 -0.004 0.064
(.186) (.450) (.639) (4.12) (2.10) (.591) (.030)
5 ~0.066 0.810* 0.146 0.696 -6.04 ~0.418 0.004 0.022
(.220) (.530) (.729) (5.07) (2.36) (.671) (.034)

The dependent variable is the real return on value-weighted NYSE. Estimates correspond to Equation (1), with standard errors in
parentheses. The news variables are the logarithms of real dividends, industrial production, and real money supply, nominal long-term

and short-term interest rates, inflation, and the logarithm of volatility. Al VARs and the return equation include a time trend.

*Industrial Production is real NNP for the long-term sample period.

The results for the longer sample period, pre-
sented in the bottom panel of Table 1, are similar to
those for the post-1926 period. When two lagged val-
ues of the annual series are used in defining news
components, the R? in the returns equation is 0.064.
Longer lags in the first stage reduce the extent to
which the news can explain returns; with five lagged
values, the R? declines to 0.022. Using annual data
for the post-1925 period, the R? for the two-lag equa-
tion is —0.003, and that for the regression including
five lags is ~0.061. The estimated coefficients on the
macroeconomic surprises for the 1871-1985 period re-
semble those for the post-1925 monthly return sam-
ple, adjusted for the annual rather than monthly span
of the dependent variable, with one notable excep-
tion: the real dividend innovation has a negative co-
efficient for the long sample, although its large
standard error also permits a wide range of positive
values.

Unrestricted Regression Evidence

The foregoing method of defining macroecon-
omic news suffers from three potential problems.
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First, it does not capture new information about fu-
ture macroeconomic conditions that is revealed in pe-
riod t but not directly reflected in that period’s
variables. Second, if the models for measuring news
are misspecified, our estimated residuals may not re-
flect new information accurately. If market partici-
pants operate with an information set larger than the
one we have considered, our residuals may overstate
the news content of contemporaneous series. Finally,
there are timing issues associated with the release of
macroeconomic information. The Consumer Price In-
dex for month t, for example, is announced during
month t + 1, but market participants may have some
information about this variable during month t. These
considerations motivate our less-structured approach
to identifying the importance of macroeconomic
news.

We implement such an approach by first re-
gressing stock returns on the lagged values of our
macroeconomic time series and then including cur-
rent and future values of these time series in the regres-
sions. The incremental R? associated with these
additional variables measures the importance of ma-



croeconomic news in explaining stock returns.

This approach is not without shortcomings. It
may understate the true explanatory power of news,
because we still omit changes in expectations about
the distant future that are not reflected in macroe-
conomic variables in period t or the near future. Con-
versely, if stock market movements attributable to
variables outside our information set affect future ma-
croeconomic activity, our approach of including fu-
ture macroeconomic realizations will overstate the
role of expectational revisions.

Table 2 presents results using different num-
bers of lagged and led values of the macroeconomic
variables for the 1926-1985 sample of monthly data.
The findings are supportive of the results using the
more structured VAR approach. Lagged values of the
macroeconomic variables we consider can explain less
than 5% of the variance of returns. Including the con-
temporaneous values of the seven macroeconomic
time series significantly raises the explanatory power
of these equations. With only one lagged value of the
series included, the R’ rises to 0.14, and with twenty-
four lags of each variable the R? is 0.29. Including the
one- and two-period led values of the macro variables
raises the R* even more, to 0.29 when only one lagged
value of the series is included and as high as 0.39
when the longer lags are included. Results for the
postwar period, presented in the middle panel of Ta-
ble 2, are consistent with those for the longer sample

TABLE 2

Unrestricted VAR Evidence on Macro News and Stock Returns

R? for Equations Including:

Lagged

Number of Lags
Current, and Led

in Specification Lagged Lagged and Current

1926-1985 Sample (Monthly Data)

1 0.005 0.139 0.292
3 0.010 0.192 0.333
6 0.018 0.208 0.343
12 0.034 0.250 0.360
24 0.035 0.289 0.393
1946-1985 Sample (Monthly Data)
1 0.060 0.194 0.318
3 0.087 0.254 0.332
6 0.080 0.259 0.327
12 0.065 0.267 0.327
24 0.136 0.355 0.396
1871-1986 Sample (Annual Data)
1 0.078 0.210 0.515
2 0.122 0.149 0.509
3 0.113 0.162 0.511
5 0.124 0.102 0.534

Each entry reports the R? from a regression of the real value-
weighted NYSE return (Cowles return in annual data) on k lagged
values, k lagged values and the current value, or k lagged, two
led, and the current value, of the seven macroeconomic series noted
in Table 1. Column 1 reports k. For the annual data, only one led
value is included.

period. The lagged regressors have somewhat greater
explanatory power in the more recent period.

We also applied our less structured approach
to the 1871-1986 annual data sample. The explanatory
power of the regressions with only lagged values of
macroeconomic variables is greater for annual than
for monthly data, ranging from 0.078 with one lag of
each variable to a high of 0.124 with five lags. Adding
the contemporaneous values of the macroeconomic
series again raises the R?, with the largest gain an
increase from 0.078 to 0.210 when only one lagged
value is included. These results are similar to those
obtained using monthly data.

Table 2 also reports the R? for annual equations
including lagged, contemporaneous, and one led
value of the macroeconomic data series. The R* ex-
ceeds 0.50, but this almost surely overstates the effect
of macroeconomic news on share prices, because it
also includes the effect of higher share prices on eco-
nomic outcomes within the following year.* Fischer
and Merton (1984) show that stock returns in year t
can explain more than half of the variation in GNP
growth in year t + 1, suggesting a strong correlation
between returns and subsequent economic activity.
While the same problem arises in our monthly anal-
ysis, the possibility of large feedback from the market
to the economy is substantially greater with annual
data.

Our results are broadly consistent with earlier
studies, such as Fama (1981): a substantial fraction of
return variation cannot be explained by macroecon-
omic news. The central question in interpreting this
evidence is whether the unexplained return move-
ments are due to omitted macroeconomic news var-
iables and other information about future cash flows
and discount rates, or to other factors that may not
affect rational expectations of these variables. Below
we present some evidence designed to distinguish
these views.

BIG NEWS AND BIG MOVES:
ARE THEY RELATED?

The foregoing analysis excludes a variety of
important sources of information, besides macroe-
conomic developments, that could affect share prices.
Political developments that affect future policy ex-
pectations and international events such as wars that
affect risk premiums should also be important in asset
pricing.

This section examines the importance of these
other factors in two ways. First, we study the stock
market reaction to major non-economic events such
as elections and international conflicts. Neiderhoffer
(1971) conducted a similar investigation for a wider
sample of events during the 1960s. Second, we ana-
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lyze the largest stock market movements of the last
fifty years and review coincident news reports to iden-
tify, where possible, the proximate causes of these
moves.

We begin by analyzing stock market reactions
to non-economic events. We identified a sample of
such events using the “Chronology of Important
World Events” from the World Almanac. We first ex-
cluded events that we thought were unlikely to affect
the stock market. We narrowed our set of events still
further by considering only those events that the New
York Times carried as the lead story, and that the New
York Times Business Section reported as having af-
fected stock market participants. Winnowing the
events in this way biases our sample toward those
news items that are likely to have had the largest
impact on stock prices. This should bias our results
toward finding a large stock market reaction to the
forty-nine political, military, and economic policy
events in our sample.

Table 3 lists these forty-nine events along with

Robert Kennedy assassinated June 5, 1968 —0.49
Nixon defeats Humphrey Nov. 6, 1968 0.16
Nixon imposes price controls, requests

Federal tax cut, strengthens dollar Aug. 16, 1971 3.21
Nixon defeats McGovern Nov. 8, 1972 0.55
Haldeman, Ehrlichman, and Dean resign Apr. 30, 1973 -0.24
Dean tells Senate about Nixon cover-up June 25, 1973 -1.40
Agnew resigns Oct. 10,1973 -0.83
Carter defeats Ford Nov. 3,1976 —-1.14
Volcker appointed to Fed July 25, 1979 1.09
Fed announces major policy changes Oct. 6,1979 -1.25
Soviet Union invades Afghanistan Dec. 26, 1979 0.11
Attempt to free Iranian hostages fails Apr. 26, 1980 0.73
Reagan defeats Carter Nov. 5, 1980 1.77
Reagan shot, NYSE closes early; Mar. 30, 1981 -0.27
Reopens next day Mar. 31, 1981 1.28
US Marines killed in Lebanon Oct. 24, 1983 0.02
US invades Grenada Oct. 25, 1983 0.29
Reagan defeats Mondale Nov. 7, 1984 1.09
House votes for Tax Reform Act of 1986 Dec. 18, 1985 —0.40
Chernobyl nuclear reactor meltdown; Apr. 29,1986 —1.06
Details released over several days Apr. 30, 1986 —2.07
Senate Committee votes for tax reform  May 8, 1986 —0.49
Greenspan named to replace Volcker June 2,1987 -0.47
Important Events

Average Absolute Return 1.46

Standard Deviation of Returns 2.08
All Days Since 1941

Average Absolute Return 0.56

Standard Deviation of Returns 0.82

TABLE 3
Major Events and Changes in the S&P Index, 1941-1987
Percent
Event Date Change
Japanese bomb Pearl Harbor Dec. 8, 1941 —-4.37
US declares war against Japan Dec. 9,1941 -3.23
Roosevelt defeats Dewey Nov. 8, 1944 -0.15
Roosevelt dies Apr. 13, 1945 1.07
Atomic bombs dropped on Japan:
Hiroshima bomb Aug. 6, 1945 0.27
Nagasaki bomb; Russia declares war Aug. 9, 1945 1.65
Japanese surrender Aug. 17,1945 -0.54
Truman defeats Dewey Nov. 3, 1948 -4.61
North Korea invades South Korea June 26, 1950 —5.38
Truman to send US troops June 27, 1950 -1.10
Eisenhower defeats Stevenson Nov. 5, 1952 0.28
Eisenhower suffers heart attack Sep. 26, 1955 —6.62
Eisenhower defeats Stevenson Nov. 7, 1956 —1.03
U-2 shot down; US admits spying May 9,1960  0.09
Kennedy defea_ts Nixon Nov. 9, 1960 0.44
Bay of Pigs invasion announced; Apr. 17, 1961 0.47
Details released over several days Apr. 18, 1961 -0.72
Apr.19, 1961 -0.59
Cuban missile crisis begins:
Kennedy announces Russian buildup  Oct. 23, 1962 —2.67
Soviet letter stresses peace Oct. 24, 1962 3.22
Formula to end dispute reached Oct. 29, 1962 2.16
Kennedy assassinated; Nov. 22, 1963 —2.81
Orderly transfer of power to Johnson Nov. 26, 1963 3.98
US fires on Vietnamese ship Aug. 4,1964 -1.25
Johnson defeats Goldwater Nov. 4, 1964 -0.05
Johnson withdraws from race, halts
Vietnamese raids, urges peace talks Apr. 1, 1968 2.53
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the associated percentage changes in the Standard &
Poor’s Composite Stock Index. Some of the events are
clearly associated with substantial movements in the
aggregate market. On the Monday after President Ei-
senhower’s heart attack in September 1955, for ex-
ample, the market declined by 6.62%. On the Monday
after the Japanese attack on Pearl Harbor, the market
fell 4.37%. The orderly presidential transition after
President Kennedy was assassinated coincided with
a 3.98% market uptick, while the actual news of the
assassination reduced share values by nearly 3%. On
the two days in 1985 and 1986 when passage of the
Tax Reform Act of 1986, the most significant tax leg-
islation in three decades, became much more likely,
aggregate market reactions were less than one-half of
1%.° For the set of events we analyze, the average
absolute market move is 1.46% in contrast to 0.56%
over the entire 1941-1987 period.

These findings suggest a surprisingly small ef-
fect of non-economic news, at least of the type we



have identified, on share prices. The standard devia-
tion (variance) of returns on the news days we have
identified is 2.08% (4.33%), compared with the daily
average of 0.82% (0.67%) for the post-1941 period.
This implies that the return on a typical event day in
Table 3 is as variable as the cumulative return on 6.40
(4.33/0.67) “ordinary” days. If every day involved as
much news as the forty-nine days in this sample, the
standard deviation of annual returns would be 32%
instead of the actual 13%. As most days do not wit-
ness information release as important as that on the
days in Table 3, it may be difficult to explain the
“missing variation” in stock returns with events of
this kind.

An alternative strategy for identifying the im-
portance of news is to examine large changes in share
prices and related news developments. Table 4 lists
the fifty largest one-day returns on the Standard &
Poor’s Composite Stock Index since 1946, along with
the New York Times account of fundamental factors
that affected prices.

It is difficult to link major market moves to
release of economic or other information. On several
of these days, the New York Times actually reported
that there were no apparent explanations for the mar-
ket’s rise or decline. At the other extreme, some of
the days clearly mark important information releases;
the 1948 election outcome, President Eisenhower’s
heart attack, and the announcement of President Ken-
nedy’s success in rolling back the 1962 steel price in-
crease are examples. On most of the sizable return
days, however, the information that the press cites
as the cause of the market move is not particularly
important. Press reports on subsequent days also fail
to reveal any convincing accounts of why future
profits or discount rates might have changed. Our
inability to identify the fundamental shocks that ac-
counted for these significant market moves is difficult
to reconcile with the view that such shocks account
for most of the variation in stock returns.

CONCLUSIONS

Our results suggest the difficulty of explaining
as much as half of the variance in aggregate stock
prices on the basis of publicly available news bearing
on fundamental values. The results parallel Roll’s
(1988) finding that most of the variation in returns for
individual stocks cannot be explained using readily
available measures of new information. Of course, it
is possible that we have failed to consider some type
of news that actually accounts for a significant fraction
of asset price volatility. Although the hypothesis that
stock prices move in response to news that is observed
by market participants but not by investigators study-
ing the market is irrefutable, we are skeptical of this

possibility. News important enough to account for
large swings in the demand for corporate equities
would almost surely leave traces in either official eco-
nomic statistics or media reports about market move-
ments.

The problem of accounting for price changes
on the basis of fundamental values is not confined to
the overall stock market. Studies of price behavior in
settings where fundamental values can be measured
directly have similar trouble in explaining prices. The
classic example is closed-end mutual funds, discussed
by Malkiel and Firstenberg (1978). These funds have
traded at both discounts and premiums relative to
their net asset value during the last twenty years. At
any moment, the cross-sectional dispersion in dis-
counts is substantial and difficult to link to funda-
mental factors. The widely documented patterns in
stock returns over weekends, holidays, and different
calendar periods, summarized in Thaler (1987a,
1987b), are also difficult to attribute to news about
fundamentals, because fundamental values are not
likely to move systematically over these periods.

The view that movements in stock prices reflect
something other than news about fundamental values
is consistent with evidence on the correlates of ex post
returns. If prices were periodically driven away from
fundamental values by something other than news
but ultimately returned to fundamentals, one would
expect a tendency for returns to be low when the
market is high relative to some indicator of funda-
mental value, and high when the market is low rel-
ative to fundamental value. Such patterns emerge
from studies of ex post returns that use the past level
of prices, earnings, and dividends as indicators of
fundamental value.®

Our results underscore the problem of account-
ing for the variation in asset prices. Throwing up one’s
hands and simply saying that there is a great deal of
irrationality that gives rise to “fads” is not construc-
tive. Two more concrete lines of attack strike us as
potentially worthwhile. First, volatility may reflect
changes that take place in average assessments of
given sets of information regarding fundamental val-
ues as investors re-examine existing data or present
new arguments. This view is suggested by French and
Roll’s (1986) finding that return volatility is greater
when the market is open than when it is closed.

Second, it may be fruitful in accounting for
volatility to explore propagation mechanisms that
could cause relatively small shocks to have large ef-
fects on market prices.” “Informational freeloading”
on observed asset prices may have something to do
with market volatility. In a world where most inves-
tors accept prices as indicators of fundamental value,
small changes in the supply of or demand for secu-
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TABLE 4

Fifty Largest Post-War Movements in S&P Index and
Their “Causes”

Percent Percent
Date Change New York Times Explanation* Date Change New York Times Explanation*
1 Oct. 19,1987 -20.47 Worry over dollar decline and trade ~ 28 Nov. 1,1978  3.97 Steps by Carter to strengthen
deficit, fear of US not supporting dollar.
dollar. 29 Oct. 22,1987 —3.92 Iranian attack on Kuwaiti oil
2 Oct. 21, 1987 9.10 Interest rates continue to fall; terminal; fall ?n markets overseas;
deficit talks in Washington; analysts predict lower prices.
bargain hunting. 30 Oct. 29, 1974 3.91 Decline in short-term interest rates;
3 Oct. 26,1987 —8.28 Fear of budget deficits; margin ease in future monetary policy;
calls; reaction to falling foreign lower oil prices.
stocks. 31 Nov. 3, 1982 3.91 Relief over small Democratic
4 Sep. 3,1946 —6.73 “No basic reason for the assault on victories in House.
prices.” 32 Feb. 19,1946 —3.70 Fear of wage-price controls
5 May 28,1962 —6.68 Kennedy forces rollback of steel lowering corporate profits; labor
Price hike. unrest.
6 Sep. 26,1955 —6.62 Eisenhower suffers heart attack. 33 Jun. 19,1950 ~3.70 Korean War continues; fear of long
7 Jun. 26,1950 —5.38 Outbreak of Korean War. war. )
8 Oct. 20, 1987 5.33 Investors looking for “quality 34 Nov. 18,1974 —3.67 Increase in unemployment rate;
stocks.” delay in coal contract approval;
) f £ id-East .
9 Sep. 9,1946 —5.24 Labor unrest in maritime and e:.ar of new mi . ast war
trucking industries. 35 Apr. 22, 1980 3.64 Fall in short-term interest rates;
lyst timism.

10 Oct. 16,1987 —5.16 Fear of trade deficit; fear of higher analysts express optimism

interest rates: tension with Iran. 36 Oct. 31, 1946 3.63 Increase in commodity prices;
' ts for price decontrol.

11 May 27, 1970 5.02 Rumors of change in economic prospec S (?r pnc? econtro
policy. “The stock surge 37 Jul.  6,1955 3.57 Market optimism triggered by GM
happened for no fundamental stock split.
reason.”’ 38 Jun. 4,1962 —3.55 Profit taking; continuation of

12 Sep. 11,1986 —4.81 Foreign governments refuse to previous week’s decline.
lower interest rates; crackdown 39 Aug. 20, 1982 3.54 Congress passes Reagan tax bill;
on triple witching announced. prime rate falls.

13 Aug. 17, 1982 4.76 Interest rates decline. 40 Dec. 3,1987 —3.53 Computerized selling; November

14 May 29, 1962 4.65 Optimistic brokerage letters; retail sales low.
institutional and corporate 41 Sep. 19, 1974 3.50 Treasury Secretary Simon predicts
buying; suggestions of tax cut. decline in short-term interest

15 Nov. 3,1948 —4.61 Truman defeats Dewey. rates.

16 Oct. 9, 1974 4.60 Ford to reduce inflation and 42 Dec. 9, 1946 3.44 Coal strike ends; railroad freight

- . interest rates. rates increase.

17 Feb. 25,1946 —4.57 Weakness in economic indicators 43 Jun. 29,1962 3.4 “StoFk prices advanced strongly

over past week. chiefly because they had gone
d 1 : t

18 Oct. 23,1957  4.49 Elsel::l’ollr’llgmi]r urges confidence in ,;r;nwsfs 3;‘53““' s far that 2

19 Oct. 29,1987  4.46 Deficit reduction talks begin; 4 Sep. 51946 343 ”Rfelﬁlacemem buying” after earlier
durable goods orders increase; atk - i . .
rallies overseas. 45 OQct. 30, 1987 3.33 Dollar stabilizes; increase in prices

20 Nov. 5,1948 —4.40 Further reaction to Truman victory abro.ad. .
over Dewey. 46 Jan. 27,1975 3.27 IBM wins appeal of antitrust case;

21 Nov. 6,1946 —4.31 Profit taking; Republican victories short-term interest rates decline.
in elections presage deflation. 47 Oct. 6,1982 3.27 Interest rates fall; several large

22 QOct. 7,1974 4.19 Hopes that President Ford would cc;g}ﬁ:mes announce increase m
announce strong anti-inflationary P ) .
measures. 48 Jul. 19,1948 -3.26 Worry over Russian blockade of

23 Nov. 30,1987 —4.18 Fear of dollar fall. fg;lt‘r“o’lf°”‘b‘l“y of more price

24 Jul. 12,1974 4.08 Relg‘:::);g;é:)ew loagoien:ndfg 49 Nov. 30, 1982 3.22 *‘Analysts were at a loss to explain

) T previous month. why the Dow jumped so

25 Oct. 15, 1946 4.01 Meat prices decontrolled; prospects dramatically in the last two
of other decontrols. hours.”

26 Oct. 25,1982 -4.00 Disappointment over Federal 50 Oct. 24,1962  3.22 Krushchev promises no rash
Reserve’s failure to cut discount decisions on Cuban Missile
rates. Crisis; calls for US-Soviet

27 Nov. 26, 1963 3.98 Confidence in Johnson after summit.
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Kennedy assassination.

*Per the financial section or front page.



rities can have large effects on prices.

Suppose, for example, that all investors desired
to hold the market portfolio in order to achieve op-
timum diversification, except for one investor who
wishes to concentrate holdings on a single security
regardless of its price. The equilibrium price of this
security would be infinite. This example, while ex-
treme because speculators would intervene to sell an
irrationally demanded stock well before its price ap-
proached infinity, makes an important point. If many
investors accept market prices as indicators of value
and so do not trade on the basis of their own assess-
ment of values, market values will be more suscep-
tible to those who trade on the basis of their own
opinions.

The possibility that many investors do not for-
mulate their own estimates of fundamental value is
consistent with trading patterns surrounding the
sharp stock market decline of October 1987.° Despite
the market’s dramatic drop, the vast majority of
shares were not traded. This is only explicable if
investors rely on market prices to gauge values, or if
investors received information that led to significant
downward revisions in fundamental values. It seems
difficult to identify the information that would sup-
port the second explanation.

! Most of the monthly data series were drawn from the Data
Resources, Inc., data base. Money supply data prior to 1960
come from Friedman and Schwartz (1963). More recent data
are from various Federal Reserve Bulletins. Moody’s corporate
bond yield is from the Board of Governors of the Federal
Reserve System, Banking and Monetary Statistics: 1914-41 and
1941-70, and various issues of the Federal Reserve Bulletin.

2 We report R? because it is a measure of goodness of fit that
corrects for the expected explanatory power of additional
regressors. While adding irrelevant regressors to an equa-
tion will raise the equation’s R?, it will not affect the expected
value of the R* = (T-1/T-K)R* — (K- 1)/(T—K), where
T is the total number of observations, and K the number of
degrees of freedom used in estimation.

w

A related investigation by Chen, Roll, and Ross (1986)
showed that various macroeconomic ““factors’ have positive
prices. Their study is concerned with explaining the ex ante
return on different securities, however, while ours consid-
ers the ex post movements in prices that result from ma-
croeconomic innovations.

* The future dividend variable is the major source of the im-
pressive fit when led values are included. The link between
these series, however, is likely to be much stronger than
would be the case if it reflected only information about t +
1 dividends that was released (and incorporated in prices)
at t. In a model where dividends adjust to lagged share
prices, as in Marsh and Merton (1987), future dividends are
associated with current prices, but the principal causality
is reversed.

* Cutler (1988) examines the events leading up to the Tax
Reform Act in greater detail. The small aggregate market
reaction on these days is matched by little abnormal cross-
sectional variation in stock returns, despite the substantial
differences in the law’s likely impact across firms.

@

Campbell and Shiller (1988), Cutler, Poterba, and Summers
(1988), Fama and French (1988b), Poterba and Summers
(1988), and Shiller (1984) find evidence consistent with this
view. Models that explain the predictability of returns on
the basis of trading by uninformed ‘“noise traders” have
been discussed by Black (1986) and DeLong, Shleifer, Sum-
mers, and Waldman (1987).

~

Mandelbrot (1966) presents a rational model in which ap-
parently small news releases can trigger large revaluations
in expected future profits.

®

Frankel (1989) suggests a number of stylized facts regarding
foreign exchange markets, such as the short-term focus of
most traders, that are consistent with the absence of in-
dependent assessment of fundamentals by most investors.
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The complexity of the
stock market

i

. . a web of interrelated return effects.”

Bruce 1. Jacobs and Kenneth N. Levy

nvestment theory and practice have evolved
rapidly and tumultuously in recent years. Many
placed the Efficient Market Hypothesis (EMH) and
the Capital Asset Pricing Model (CAPM) on pedestals
in the 1970s, only to see them come crashing down
in the 1980s. In explaining why such theories cannot
represent the true complexity of security pricing, we
suggest new approaches to coping with the market’s
complexity. To do so, we follow a taxonomy from the
sciences.

Scientists classify systems into three types —
ordered, complex, and random.' Ordered systems are
simple and predictable, such as the neatly arranged
lattice of carbon atoms in a diamond crystal. Similarly,
Newton’s Laws of Motion are a simple set of rules
that accurately describe the movement of physical ob-
jects. At the other extreme, random systems are in-
herently unpredictable; an example is the random
behavior, or Brownian Motion, of gas molecules.

Complex systems fall somewhere between the
domains of order and randomness.? The field of mo-
lecular biology exemplifies complexity. The mysteries
of DNA can be unraveled only with the aid of com-
putational science. The human mind alone cannot
cope with DNA’s complexity, nor do simple theories
suffice.

The stock market, too, is a complex system.?
Security pricing is not merely random, nor are simple
theories adequate to explain market operation.
Rather, the market is permeated by a web of inter-
related return effects. Substantial computational

power is needed to disentangle and model these re-
turn regularities.

THE EVOLUTION OF INVESTMENT PRACTICE

Before the 1970s, the investment norm was se-
curity analysis and stock selection. In a traditional,
compartmentalized approach, security analysts, tech-
nicians, and economists all funneled their insights to
portfolio managers. The market was viewed as com-
plex, in the sense that no single human mind could
master all the knowledge needed for optimal decision-
making. Coordinating the insights of multiple partic-
ipants, however, is not a simple task. Needless to
say, this approach has generally produced unsatis-
factory results.

The EMH mounted a frontal assault on the tra-
ditional mode of investment management. In an ef-
ficient market, prices fully reflect all available
information. With its flood of information and count-
less participants, the U.S. stock market was regarded
by academicians as highly efficient. It was thought
that no one could beat the market, with the possible
exception of insiders. By the mid-1970s, the EMH had
substantial empirical support, and was a central par-
adigm in finance.

The revolutionary concept of passive manage-
ment was a natural outgrowth of the EMH. If security
returns are random and unpredictable, then only a
passive approach makes sense. Index funds that were
introduced to the investment community in the mid-
1970s soon blossomed in popularity.

BRUCE I. JACOBS and KENNETH N. LEVY are principals of Jacobs Levy Equity Management in Fairfield, N.J. (07006).
An expanded version of this article is forthcoming in Managing Institutional Assets, edited by Frank Fabozzi, to be published
by Ballinger Publishing, and it also forms the basis for A Revolution in Common Stock Management: Exploiting Market Inefficiencies
and Forecasting Security Returns, by Jacobs and Levy, to be published by Dow Jones-Irwin.
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Since the late 1970s, though, there has been a
proliferation of empirical results uncovering security
pricing patterns, or return regularities. In fact, many
of these effects have long been part of market folklore.
These include the low P/E, small-firm, and January
effects.

Thomas Kuhn, the scientific historian, refers
to such evidence of departure from conventional
theory as “anomalies.” In his words, “discovery com-
mences with the awareness of anomaly, i.e., with the
recognition that nature has somehow violated the par-
adigm-induced expectations that govern normal sci-
ence”” [1970, p. 52]. In recent years, investment theory
has been undergoing such a process of discovery.*

At first, academics rallied to defend the EMH.
Tests of market efficiency are joint tests of the effect
studied and the validity of the asset pricing model
used to adjust for risk. Perhaps anomalies were due
solely to deficiencies in risk measurement. Yet an-
omalies have been shown to be robust to asset pricing
models, including the CAPM and Arbitrage Pricing
Theory (APT). By the early 1980s, there were unden-
iable chinks in the armor of the EMH.

Investors have also sought to benefit from mar-
ket anomalies by using simple rules, such as buying
low P/E stocks. Others have tilted toward smaller-size
or higher-yielding stocks. These investors consider
the stock market an ordered system; they believe that
simple rules will provide consistent and predictable
returns.

What has recently become evident, however,
is that the market is not a simple, ordered system. In
a number of instances, we have documented a per-
vasive and complex web of interrelated return effects.
This web must first be disentangled to allow us to
distinguish real effects from mere proxies. Moreover,
some return effects do not produce consistent re-
wards. Thus, the optimal investment strategy is not
as simple as tilting toward yesterday’s anomalies.

Nevertheless, the indexers’ nihilistic view of
the market as a random system is unjustified. The
market is not random, but rather complex. Compu-
tational systems can be designed to grapple with its
complexity. Besides being objective and rigorous,
such systems are also fully coordinated, unlike the
more traditional compartmentalized approaches. Be-
neath the complexity of the market lie enormous inef-
ficiency and substantial investment opportunity.

WEB OF RETURN REGULARITIES

Figure 1 displays some interrelated return ef-
fects. The various connections shown between pairs
of effects have been reported by previous studies.’
For example, the small-size effect and the January
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A WEB OF SOME INTERRELATED
RETURN EFFECTS
NEGLECTED
EARNINGS FIRM
SURPRISE EFFECT RESIDUAL
EFFECT RISK
EFFECT
/ JANUARY \\
SMALL EFFECT
SIZE LOW P/E
EFFECT EFFECT
BOOK/PRICE
EFFECT
YIELD
LOW PRICE EFFECT
EFFECT

effect are related, as it has been claimed that much of
the annual outperformance of small stocks occurs in
the month of January. The small-size and low P/E
effects also are related. Because stocks with lower-
than-average P/E ratios tend to be smaller in size, a
natural question arises as to whether the size effect
and P/E effect are two separate forces, or merely two
different ways of measuring the same underlying
phenomenon.

Many researchers have addressed this issue by
examining two return effects jointly. Some conclude
that the superior performance of small capitalization
stocks relates to their tendency to have lower P/E
ratios, while others find that low P/E stocks outper-
form simply because they are smaller in size. Still
another viewpoint maintains that neglected securities
outperform, and that low P/E and small size both
proxy for this underlying effect.

While some previous academic studies have
examined two or three return effects simultaneously,
their findings often conflict with one another. This
arises from the use of different methodologies, dif-
ferent time periods, and different company samples.
But more fundamentally, conflicting results arise from
failure to disentangle other related effects. Only a
joint study of return effects in a unified framework
can distinguish between real effects and illusory ones.

Consider the determinants of an individual's
blood pressure. A medical researcher would not limit
the analysis arbitrarily to just one or two explanatory
variables, such as age and weight. More accurate eval-
uation can be obtained by including additional vari-
ables, such as exercise and diet. Of course, all these
measures are somewhat correlated with one another.



But they may all have independent predictive con-
tent.

The same holds true for the stock market: Many
forces affect stock returns; some of them may be cor-
related, but considering only a few can produce
highly misleading results.

DISENTANGLING AND PURIFYING RETURNS

The standard approach to measuring a return
effect, such as low P/E, first screens for a set of stocks
below a given P/E ratio, or selects the lowest quintile
of stocks as ranked by P/E. Portfolio returns are then
calculated and compared to those of the universe.
Any differences are ascribed to the low P/E effect.
But, a low P/E portfolio by its nature will be biased
unintentionally toward certain related attributes, such
as higher yield, and show heavy representation in
certain industries, such as utilities. Screening or quin-
tiling procedures consider only one attribute at a time,
while assuming that related effects do not matter at
all. We refer to the returns produced by such methods
as “naive.”

The low P/E effect, measured naively, is con-
taminated by other forces. An oil price shock or an
accident at a nuclear power plant, for instance, will
have a major impact on utilities, which will be re-
flected in the returns of the low P/E portfolio. While
fundamentals such as oil prices have no intrinsic re-
lationship to the low P/E effect, they can confound
its naive measurement.

In two papers we have introduced the alter-

native approach of disentangling and purifying return

effects [ICFA, 1988, and FAJ, May/June 1988}. “"Pure”
return attributions result from a simultaneous anal-
ysis of all attribute and industry effects using multiple
regression. Returns to each equity characteristic are
purified by neutralizing the impact of all other effects.
For example, the pure payoff to low P/E is disentan-
gled from returns associated with related attributes,
such as higher yield.

Conceptually, the pure return to low P/E arises
from a lower P/E portfolio that is market-like in all
other respects; that is, it has the same industry
weights and the same average characteristics, such as
yield and capitalization, as the market. Hence, any
differential returns to such a portfolio must be attrib-
utable to the low P/E characteristic, because it is im-
munized from all other exposures that might
contaminate returns.

ADVANTAGES OF DISENTANGLING

The pure returns that arise from disentangling
eliminate the proxying problems inherent in naive
returns. The unique insights from studying pure re-

turns have many practical benefits for investment
management.

When we distinguish between real effects and
proxies, we find that some closely related effects are
in fact distinct of one another. For instance, small size,
low P/E, and neglect exist as three separate return
effects in pure form. Each should be modeled indi-
vidually, which provides greater explanatory power.

Conversely, some naive return effects merely
proxy for one another, and vanish in pure form. Half
of the outperformance of small stocks, for example,
is reported to occur in January. But the small-firm
effect, measured naively, arises from a bundle of re-
lated attributes. Smaller firms tend to be more ne-
glected, and informational uncertainty is resolved at
year-end as these firms close their books. This year-
end reduction in uncertainty might induce a January
seasonal return. Furthermore, smaller firms tend to
be more volatile and are more commonly held by
taxable investors, so they may be subject to heavier
year-end tax-loss selling pressure. The abatement of
selling pressure in January may lead to a price bounce-
back.

We find the January small-firm seasonal van-
ishes when measured properly in pure form. Purify-
ing the size effect of related characteristics, such as
tax-loss selling, reveals the January size seasonal to
be a mere proxy. The optimal investment approach
models the underlying causes directly. Because not
all small firms benefit from tax-loss rebound, a strat-
egy that directs the purchase of smaller firms at year-
end is only second-best.

While we find some return effects to be real,
and others to be illusory, we also find the power of
some pure return effects to exceed their naive coun-
terparts by far. This is true, for example, of the return
reversal effect. This effect represents the tendency of
prices to overshoot and then correct, hence the term
“reversal.” Yet if a jump in price is due to a pleasant
earnings surprise, the superior performance will per-
sist and not reverse. Hence, disentangling return re-
versal from related effects, such as earnings surprise,
results in a stronger, more consistent reversal mea-
sure.

Disentangling also reveals the true nature of
the various return effects. For example, low P/E stocks
are usually considered defensive. But pure returns to
low P/E perform no differently in down markets than
in up markets. The defensiveness of low P/E in naive
form arises because it proxies for defensive attributes,
such as high yield, and defensive industries, such as
utilities. In fact, low P/E stocks are not the safest har-
bor in times of uncertainty. Rather, low P/E is an
imperfect surrogate for truly safe havens, such as
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higher yield.

Additionally, pure returns are more predict-
able than their naive counterparts. Pure returns pos-
sess cleaner time-series properties because they are
not contaminated by proxying. For example, a time
series of naive returns to the low P/E effect is buffeted
by many extraneous forces, such as oil price shocks
to low P/E utility stocks. In contrast, pure returns are
immunized from such incidental forces, and thus can
be predicted more accurately.

A major benefit of disentangling is that pure
return effects avoid redundancies, and hence are ad-
ditive. This allows us to model each return effect in-
dividually, and then to aggregate these attribute
return forecasts to form predicted security returns.
Moreover, by considering a large number of return
effects, we obtain a very rich description of security
pricing.

EVIDENCE OF INEFFICIENCY

Previous research on market anomalies taken
one at a time has not added to the weight of evidence
contravening market efficiency. That is, if the size,
P/E, and neglect effects, all measured naively, proxy
for the same underlying cause, they all represent
“photographs” of the same anomaly taken from dif-
ferent angles. We have documented, however, the
existence of many contemporaneous ‘‘pure” return
effects. These separate photographs of many distinct
anomalies, all taken from the same angle, constitute
the strongest evidence to date of market inefficiency.

Calendar-related anomalies represent addi-
tional evidence of market inefficiency. We find that
return patterns such as the day-of-the-week and Jan-
uary effects cannot be explained by considerations of
risk or value, and thus cast further doubt on the EMH
[FA], November/December 1988].

Return effects are also contrary to current asset
pricing theories, such as the CAPM, the multi-factor
CAPM, and the APT. For example, the CAPM posits
that systematic risk, or beta, is the only characteristic
that should receive compensation. Other considera-
tions, such as a firm'’s size, or the month of the year,
should be unrelated to security returns.

Figure 2 displays cumulative pure returns to
beta in excess of market returns for the years 1978
through 1987. These returns derive from a one cross-
sectional standard deviation of exposure to high beta,
roughly equivalent to a sixteenth percentile ranking.
While in the early years the beta attribute provided
positive returns, its returns were negative thereafter.
These pure returns may differ from other studies,
because of our control for related attributes such as
price volatility. The fact that pure returns to beta did
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not accumulate positively over the period from July
1982 to August 1987, one of the strongest bull markets
in history, casts serious doubt on the CAPM.

The existence of return effects also poses a chal-
lenge to the multi-factor CAPM.® Even the APT can-
not account for the existence of several market
anomalies. In fact, it appears doubtful that any mean-
ingful definition of risk is as transient as some return
effects. Thus, the weight of recent empirical evidence
has buried the EMH. Also, while current asset pricing
theories may contain elements of truth, none is fully
descriptive of security pricing.

VALUE MODELING IN AN
INEFFICIENT MARKET

In a reasonably efficient market, prices tend to
reflect underlying fundamentals. An investor supe-
rior at gathering information or perceiving value will
be suitably rewarded.

In an inefficient market, prices may respond
slowly to new information and need not reflect un-
derlying fundamentals. Given the substantial evi-
dence of market inefficiency, the efficacy of value
modeling is an open question. We have examined this
issue by exploring the quintessential value model —
the Dividend Discount Model (DDM) [FA], July/Au-
gust 1988, and ICFA, 1989].

We find the DDM to be significantly biased
toward stocks with certain attributes, such as high
yield and low P/E.” In fact, some have argued that the
only reason such attributes have positive payoffs is
because they are highly correlated with DDM value.
Further, they maintain that a properly implemented
DDM will subsume these return effects.

We test this notion directly by incorporating a
DDM in our disentangled framework. We find the
DDM'’s return predictive power to be significantly
weaker than that of many other equity attributes.



Hence, return effects such as P/E are not subsumed
by the DDM. Rather, equity attributes emerge im-
portant in their own right, and the DDM is shown to
be but a small part of the security pricing story.

The DDM embodies a particular view of the
world, namely “going concern” value. But there are
other sensible notions of value. For instance, current
yield is an important consideration for endowment
funds with restrictions against invading principal.
Such endowments may be willing to pay up for
higher-yielding stocks. And, in today’s market en-
vironment, breakup value and leveraged buyout
value have taken on increased significance. Thus,
there are several competing and legitimate notions of
value.

Also, we find the efficacy of value models var-
ies over time, and often predictably. For instance, the
effectiveness of the DDM depends on market con-
ditions. Because the DDM discounts future dividends
out to a distant horizon, it is a forward-looking model.
When the market rises, investors become optimistic
and extend their horizons. They are more willing to
rely on DDM expectations. When the market falls,
however, investors become myopic, and prefer more
tangible attributes such as current yield.

In a price-inefficient market, the blind pursuit
of DDM value is a questionable approach. Moreover,
other value yardsticks clearly matter. We find that
some rather novel implementations of value models
offer substantial promise.

RISK MODELING VERSUS RETURN MODELING

While the existence of anomalies remains a
puzzle for asset pricing theories, substantial progress
has been made in the practice of portfolio risk control.
In recent years, several equity risk models have be-
come commercially available. Some are APT-based,
and rely on factors derived empirically from historical
security return covariances. These unnamed factors
are sometimes related to pervasive economic forces.

Another, perhaps more common, approach re-
lies on prespecified accounting and market-related
data. Intuitive notions of risk, such as arise from com-
pany size or financial leverage, are first identified.
Then, composite risk factors are formed by combining
a number of underlying fundamental data items se-
lected to capture various aspects of that type of risk.
One well-known system, for instance, defines a suc-
cessful firm risk factor in terms of historical price,
earnings, dividend, and consensus expectational
data.

Multi-factor risk models work quite well for
risk measurement, risk control (portfolio optimiza-
tion), and related tasks, such as performance analysis.

Both APT and composite factors are fairly stable over
time. This is desirable, because meaningful defini-
tions of a firm’s risk do not change from day to day.
Hence, such measures are eminently sensible for risk
modeling purposes.

However, we find that the various components
of composite factors often behave quite differently.
For instance, each of the components of the successful
company risk factor has a unique relationship to se-
curity returns. While historical relative price strength
exhibits a strong January seasonal (because historical
price weakness proxies for potential tax-loss selling),
other fundamental components, such as earnings
growth, have no seasonal pattern. Rather than com-
bining these measures into one composite factor, we
can model them more effectively individually.

Moreover, effects like return reversal and earn-
ings surprise are ephemeral in nature, and thus un-
related to firm risk. Yet, they represent profitable
niches in the market. These return-generating factors
must be modeled individually, because their infor-
mation content would be lost through aggregation.
Hence, disaggregated measures are superior for re-
turn modeling. The use of numerous and narrowly
defined measures permits a rich representation of the
complexity of security pricing.

PURE RETURN EFFECTS

We find that pure returns to attributes can be
classified into two categories. The distinction is best
shown graphically. Figure 3 displays cumulative pure
returns in excess of the market to the return reversal
and small-size effects for the period 1978 through
1987.2 Clearly, return reversal provides very consist-
ent payoffs, while the small-size effect does not. Our
classification system relates not only to the consist-
ency of the payoffs, but also to the inherent nature
of the attributes. This will become apparent shortly.

The pure payoff to return reversal is remark-
ably powerful. It provided a cumulative return, gross
of transaction costs, of 257% in excess of the market,
and “worked” in the right direction over 95% of the
time. We refer to these market niches that produce
persistent rewards as “anomalcus pockets of ineffi-
ciency”’ (APIs), because they are anomalous to the
EMH and represent instances of opportunity.

API strategies can require very high portfolio
turnover, because the particular stocks exhibiting the
desired characteristics change constantly. Such strat-
egies include purchasing recent laggards to capture
return reversal, or emphasizing stocks with recent
pleasant earnings surprises.

We suggest exploiting these effects as trading
overlays, because no additional transaction costs are
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incurred if trades are to be made regardless. For in-
stance, an investor purchasing energy stocks would
benefit by focusing on recent laggards. Moreover,
APIs such as return reversal can be exploited even
more effectively with real-time trading strategies.
APIs appear to be psychologically motivated, as we
illustrate below.

The pure payoff to the smaller size attribute
illustrates the second type of return effect. Unlike
APIs, the payoffs to smaller size are not consistent.
For instance, the pure returns were positive in 1983,
but negative in 1986. While such effects are not regular
to the naked eye, they are regular and predictable in
a broader empirical framework, with the use of mac-
roeconomic information. Hence, we refer to them as
“empirical return regularities” (ERRs).

As characteristics such as size are fairly stable
over time, directly exploiting ERRs requires less turn-
over than following an API strategy. Nonetheless,
optimal exploitation of ERRs, such as the size effect,
still requires portfolio turnover, because small stocks
should be emphasized at times and large stocks at
other times.
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ANOMALOUS POCKETS OF INEFFICIENCY

Return reversal relates to the concept of
“noise” in security prices, that is, price movements
induced by trading unrelated to fundamentals. The
return reversal effect has psychological underpin-
nings. Investors tend to overreact to world events and
economic news, as well as to company-specific infor-
mation. Moreover, technical traders exacerbate price
moves by chasing short-term trends. These types of
behavior lead to overshooting and subsequent rever-
sion in stock prices.

Another API relates to the earnings estimate
revisions of Wall Street security analysts. We refer to
this as the “trends in analysts’ earnings estimates ef-
fect,” for reasons that will soon become apparent.
Upward revisions in a stock’s consensus earnings es-
timates generally are followed by outperformance, as
are downward revisions by underperformance.

The trends in estimates effect may be attrib-
utable in part to slow investor reaction to earnings
estimate revisions. But it also relates to the psychol-
ogy of Wall Street analysts, specifically to their herd
instinct. When leading analysts raise their earnings
estimate for a stock, clients will buy. Secondary an-
alysts will then follow suit, and there will be more
buying pressure.

Also, individual analysts tend to be averse to
forecast reversals. Suppose an analyst had been fore-
casting $2 of earnings per share, but now believes the
best estimate to be $1. Rather than admitting to a bad
forecast, the analyst often shaves the estimate by a
nickel at a time and hopes no one notices.

These psychological factors give a momentum
to earnings revisions. Upward revisions tend to be
tollowed by additional revisions in the same direction.
The same is true for downgrades. This persistence of
estimate revisions leads to a persistence in returns.

The earnings surprise effect closely relates to
the trends in estimates effect. Stocks with earnings
announcements exceeding consensus expectations
generally outperform, and those with earnings dis-
appointments underperform. This API relates to the
tendency for earnings surprises to repeat in the fol-
lowing quarter. Also, we find evidence of anticipatory
revisions in analysts’ estimates up to three months
ahead of an earnings surprise, and reactive revisions
up to three months subsequent to a surprise, so there
is an interplay between earnings revisions and earn-
ings surprises.

Another analyst bias is a chronic tendency to
overestimate the earnings of growth stocks. Such op-
timism leads, on average, to negative surprises, or
“earnings torpedoes.” Conversely, stocks with low



growth expectations tend, on average, to produce
pleasant surprises. This analyst bias arises from cog-
nitive misperceptions. Analysts place too much em-
phasis on recent trends, and consistently under-
estimate the natural tendency toward mean reversion.
For instance, during the energy crunch in the early
1980s, many analysts predicted that oil prices would
continue to rise unabated.

Year-end tax-loss selling pressure also has psy-
chological underpinnings. We find evidence of tax-
loss taking in depressed stocks near year-end, and
the proceeds are often “parked” in cash until the new
year. The abatement of selling pressure, combined
with the reinvestment of the cash proceeds, produces
a bounceback in January. Investors often defer selling
winners until the new year, thereby deferring tax-gain
recognition. This exerts downward pressure on win-
ners in January.

But, waiting until year-end to take losses is not
optimal. Before the 1986 Tax Reform Act, the optimal
tax-avoidance strategy was to realize losses short-term
throughout the year, prior to their becoming long-
term, because short-term losses sheltered more tax-
able income. Yet investors are loath to admit mistakes
and often defer loss-taking until year-end, when tax
planning can be used as an excuse for closing out
losing positions.

We find long-term tax-loss selling pressure to
be stronger than short-term, which is surprising,
given the greater tax-sheltering provided by short-
term losses. But it is understandable in light of the
investor disposition to ride losers too long in hopes
of breaking even. Investor psychology thus leads to
various predictable return patterns at the turn of the
year.

The turn-of-the-year effect does not arise solely
from tax-motivated trading. Institutional investors
often dump losers and buy winners prior to year-end
to “window-dress” their portfolio. Window-dressing
is not sensible from an investment viewpoint, but may
serve to deflect embarrassing questions at the annual
review,

EMPIRICAL RETURN REGULARITIES

While APIs provide persistent payoffs, ERRs,
like the size effect, do not. Nevertheless, we find these
effects predictable in a broader framework, with the
use of macroeconomic information.

Market commentators regularly discuss the
“numbers that move the market.” The focus in the
early 1980s was on the money supply. Today, the
emphasis is on the trade deficit and foreign exchange
rates. Clearly, the stock market is driven by macro-
economic news. Moreover, macroeconomic events

drive returns to some equity attributes.

Consider the linkage between foreign ex-
change rates and the size effect. The recent and sub-
stantial Japanese investments in U.S. stocks generally
have been concentrated in more esteemed, bigger
companies such as IBM and Coca-Cola. Fluctuations
in the dollar/yen exchange rate alter the attractiveness
of U.S. stocks to Japanese investors, which affects
investment flows, thereby inducing a return differ-
ential between large and small companies.

The size effect is strongly linked to the default
spread between corporate and government yields.
The default spread, a business cycle indicator, widens
as business conditions weaken and narrows as the
economy strengthens. Smaller companies are espe-
cially susceptible to business cycle risk, as they are
more fragile, less diversified, and have tighter bor-
rowing constraints than larger firms. We find small
stocks perform better when business conditions are
improving; the converse is true as well. Hence, the
default spread is a useful macro driver for predicting
the size effect.

MODELING EMPIRICAL RETURN REGULARITIES

We can illustrate the predictability of ERRs by
discussing the size effect in greater detail. We utilize
pure returns to smaller size, thereby avoiding the con-
founding associated with other cross-sectional and
calendar effects related to size.

We consider a variety of forecast techniques,
as they pertain to the size effect, and utilize several
statistical criteria for measuring “’out-of-sample” fore-
cast accuracy [FAJ, 1989]. That is, we estimate our
models over a portion of the historical time series,
leaving a more recent holdout sample for testing pre-
dictions. This differs fundamentally from ““in-sample”
data fitting.

We have categorized the size effect as an ERR,
which suggests that predictive models should utilize
macroeconomic drivers. Thus univariate forecasting
techniques, which model only the historical returns
to the size effect, are inappropriate.

Multivariate time series techniques can take ex-
plicit account of the macroeconomic forces that drive
the size effect. Multivariate approaches, like vector
autoregression (VAR), model a vector, or group, of
related variables. A joint modeling permits an un-
derstanding of the dynamic relationships between the
size effect and macroeconomic variables.

We constructed a monthly VAR model of the
size effect using six economic measures as explana-
tory variables: 1) low-quality (BAA) corporate bond
rate, 2) long-term Treasury bond rate, 3) Treasury bill
rate, 4) S&P 500 total return, 5) Industrial Production
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Index, and 6) Consumer Price Index. We chose these
macro drivers because of their importance in security
valuation. Other considerations, such as the dollar/
yen exchange rate, may be helpful in modeling the
size effect, but we limited our investigation to these
six valuation variables.

While we found the VAR model to fit the size
effect quite well in-sample, it provided poor forecasts
out-of-sample. Because it has a large number of co-
efficients available to explain a small number of ob-
servations, a VAR model can explain historical data
well. But it is likely to “overfit” the data. That is, it
will fit not only systematic or stable relationships, but
also random or merely circumstantial ones. The latter
are of no use in forecasting, and may be misleading.’

One solution to the overfitting problem of vec-
tor time series approaches is to incorporate economic
theory. Such structural econometric models include
only those variables and relationships suggested by
theory. Simple theories, however, are no more de-
scriptive of the economy than they are of the stock
market, and structural models generally have not per-
formed well. An alternative solution involves a novel
Bayesian technique.

BAYESIAN RANDOM WALK FORECASTING

Many economic measures are difficult to pre-
dict, but their behavior can often be approximated by
a random walk. A random-walk model for interest
rates assumes it is equally likely that rates will rise or
fall. Hence, a random-walk forecast of next month’s
interest rate would be simply this month’s rate of
interest.

That it is difficult to predict stock returns is no
secret. But stock prices, like other economic data, can
be approximated by a random walk. As early as 1900,
Bachelier proposed a theory of random walks in se-
curity prices. A random walk is thus an eminently
sensible first approximation, or “prior belief,” for
modeling security returns.™

Prior beliefs about the coefficients of a forecast
model can be specified in many ways. One Bayesian
specification imposes a random-walk prior on the co-
efficients of a VAR model. This prior belief acts as a
filter for extracting signals (meaningful relationships
in the data), while leaving accidental relationships
behind. Such a specification results in a powerful fore-
casting tool.

The results of modeling the size effect with a
Bayesian random-walk prior belief are displayed in
Figure 4. The upper chart shows cumulative pure re-
turns to small size for the period January 1982 through
December 1987. The lower chart shows “out-of-sam-
ple” return forecasts for one month ahead. The fore-
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casts for small stocks are positive during the early
years when small stocks performed well; they grad-
ually decline and turn negative during the last two
years, as small stocks faltered.

Moreover, the Bayesian model forecasts have
statistically significant economic insight. Also, the re-
sults are quite intuitive. For instance, we find that
smaller firms falter as the default spread between cor-
porate and Treasury rates widens.

CONCLUSION

The stock market is a complex system. Simple
rules, such as always buy smaller capitalization
stocks, clearly do not suffice. At the same time, the
nihilism of indexing is equally unjustified.

Proper study of the market requires the judi-
cious application of computational power. Disentan-
gling reveals the true cross-currents in the market.
Only by exposing the underlying sources of return
can we hope to understand them. And only through
understanding can we hope to model and exploit
them.
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The emerging field of catastrophe theory, or “chaos,”
should not be confused with randomness. Chaos theory
has been applied to such diverse phenomena as the motion
of smoke rings and the incidence of bank failures. In fact,
chaos theory is a form of complexity. Ostensibly random
behavior is sometimes well-defined by a series of non-linear
dynamic equations.

An important characteristic of chaotic systems is that
small changes in the environment can cause large, discon-

w

-

@

o

~

3

o

tinuous jumps in the system. For instance, because the
weather is chaotic, a butterfly stirring the air today in Japan
can produce storms next month in New York.

As Nobel laureate Herbert Simon has asserted, the emerg-
ing laws of economic behavior ‘‘have much more the com-
plexity of molecular biology than the simplicity of classical
[Newtonian] mechanics” [1987, p. 39].

Science progresses through recurring cycles of a) conven-
tional theory, b) discovery of anomalies, and c) revolution.
Anomalies in the Newtonian dynamics model, for example,
were resolved in 1905 by Einstein’s revolutionary theory of
relativity.

See Table I in Jacobs and Levy [FAJ, May/June 1988] for a
listing of previous studies on interrelationships.

Time series regressions of pure returns to attributes on mar-
ket excess (of Treasury bills) returns result in significant
non-zero intercepts, indicating abnormal risk-adjusted pay-
offs. The non-zero intercepts could be due to non-stationary
risk for these attributes, but we reject this explanation based
on an examination of high-order autocorrelation patterns
in the pure return series. Hence, these findings are anom-
alous in a multifactor CAPM framework.

Such biases represent incidental side bets inherent in the
DDM. We suggest various methods for controlling these
biases in the 1989 ICFA article.

It has often been reported that the small-size effect peaked
in mid-1983. This observation is correct for naive small size,
which is a bundle of several related attributes, including
low price per share and high volatility. While these attri-
butes peaked in 1983, the pure small-size effect continued
to pay off positively until 1986.

Vector autoregression-moving average (VARMA) models
attempt to overcome the overfitting problem inherent in
VAR models through a more parsimonious, or simpler, rep-
resentation. But VARMA models are quite difficult to iden-
tify properly. As the number of explanatory variables
increases, VARMA models face what statisticians call “the
curse of higher dimensionality.” In these cases, VARMA
forecasting is not only extremely expensive, but also rather
foolhardy.

Technically, a random-walk model implies that successive
price changes are independent draws from the same prob-
ability distribution. That is, the series of price changes has
no memory and appears unpredictable. In fact, short-run
stock returns are approximated well by a random walk.
However, there is some evidence of a mean reversion ten-
dency for longer-run returns.
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Beta and Return

“Announcements of the ‘death’ of beta seem premature.”

Fischer Black

FISCHER BLACK is a partner at
Goldman, Sachs & Co. in New
York (NY 10004).

ugene Fama says (according to Eric Berg of

The New York Times, February 18, 1992)

“beta as the sole variable explaining returns

on stocks is dead.” He also says (according to
Michael Peltz of Institutional Investor, June 1992) that
the relation between average return and beta is
completely flat.

In these interviews, I think that Fama is misstat-
ing the results in Fama and French [1992]. Indeed, I
think  Fama and French, in the text of that article,
misinterpret their own data (and the findings of
others).

Black, Jensen, and Scholes [BJS, 1972] and
Miller and Scholes [1972] find that in the period from
1931 through 1965 low-beta stocks in the United
States did better than the capital asset pricing model
(CAPM) predicts, while high-beta stocks did worse.
Several authors find that this pattern continued in
subsequent years, at least through 1989. Fama and
French extend it through 1990.

All these authors find that the estimated slope of
the line relating average return and risk is lower than
the slope of the line that the CAPM says relates
expected return and risk. If we choose our starting and
ending points carefully, we can find a period of more
than two decades where the line is essentially flat.

How can we interpret this? Why is the line so
flat? Why have low-beta stocks done so well relative to
their expected returns under the CAPM?

Black {1972} shows that borrowing restrictions



(like margin requirements) might cause low-beta
stocks to do relatively well. Indeed, Fama and French
refer often to the Sharpe-Lintner-Black (SLB) model
that includes these borrowing restrictions. This model
predicts only that the slope of the line relating expect-
ed return and beta is positive.

Fama and French claim to find evidence against
this model. They say (for example, on p. 459) that
their results “seem to contradict” the evidence that the
slope of the line relating expected return and beta is
positive.

This is a misstatement, in my view. Even in the
period they choose to highlight, they cannot rule out
the hypothesis that the slope of the line is positive.
Their results for beta and average return are perfectly
consistent with the SLB model.

Moreover, if the line is really flat, that implies
dramatic investment opportunities for those who use
beta. A person who normally holds both stocks and
bonds or stocks and cash can shift to a portfolio of
similar total risk but higher expected return by empha-
sizing low-beta stocks.

Beta is a valuable investment tool if the line is as
steep as the CAPM predicts. It is even more valuable if
the line is flat. No matter how steep the line is, beta is
alive and well.

DATA MINING

When a researcher tries many ways to do a
study, including various combinations of explanatory
factors, various periods, and various models, we often
say he is “data mining.” If he reports only the more
successful runs, we have a hard time interpreting any
statistical analysis he does. We worry that he selected,
from the many models tried, only the ones that seem
to support his conclusions. With enough data mining,
all the results that seem significant could be just acci-
dental. (Lo and MacKinlay {1990] refer to this as “data
snooping.” Less formally, we call it “hindsight.”)

Data mining is not limited to single research
studies. In a single study, a researcher can reduce its
effects by reporting all the runs he does, though he still
may be tempted to emphasize the results he likes. Data
mining is most severe when many people are studying
related problems.

Even when each person chooses his problem
independently of the others, only a small fraction of
research efforts result in published papers. By its

nature, research involves many false starts and blind
alleys. The results that lead to published papers are
likely to be the most unusual or striking ones; But this
means that any statistical tests of significance will be
gravely biased.

The problem is worse when people build on
one another’s work. Each decides on a model closely
related to the models that others use, learns from the
others’ blind alleys, and may even work with mostly
the same data. Thus in the real world of research,
conventional tests of significance seem almost worth-
less.

In particular, most of the so-called anomalies
that have plagued the literature on investments seem
likely to be the result of data mining. We have literally
thousands of researchers looking for profit opportuni-
ties in securities. They are all looking at roughly the
same data. Once in a while, just by chance, a strategy
will seem to have worked consistently in the past. The
researcher who finds it writes it up, and we have a new
anomaly. But it generally vanishes as soon as it’s
discovered.

Merton [1987, pp. 103-108] has an excellent
discussion of these problems. He says (p. 108)
“although common to all areas of economic hypothesis
testing, these methodological problems appear to be
especially acute in the testing of market rationality.”

The “size effect” may be in this category. Banz
{1981] finds that firms with little stock outstanding (at
market value) had, up to that time, done well relative
to other stocks with similar betas. Since his study was
published, though, small firms have had mediocre and
inconsistent performance.

Fama and French [1992] continue studying the
small-firm effect, and report similar results on a largely
overlapping data sample. In the period since the Banz
study (1981-1990), they find no size effect at all,
whether or not they control for beta. Yet they claim in
their paper that size is one of the variables that
“captures” the cross-sectional variation in average
stock returns.

Fama and French also give no reasons for a rela-
tion between size and expected return. They might
argué that small firms are consistently underpriced
because. they are “neglected” in a world of large insti-
tutional investors. But they do not give us that reason
or any other reason. Lack of theory is a tipoff: watch
out for data mining!

Fama and French also find that the ratio of
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book value to the market value of the firm’s equity
helps capture the cross-sectional variation in average
stock returns. They favor the idea that this ratio
captures some sort of rationally priced risk, rather than
market overreaction to the relative prospects of firms.
But they say nothing about what this risk might be, or
why it is priced, or in what direction.

They mention the possibility that this result is
due to “chance,” which is another way to describe data
mining, but they don’t consider that plausible, because
the result appears in both halves of their period, and
because the ratio predicts a firm’s accounting perfor-
mance.

I consider both those arguments weak. Given
that an “effect” appears in a full period, we expect to
find it in both halves of the period. We are not
surprised when we do.

We know that when markets are somewhat effi-
cient, stock prices react before accounting numbers to
events affecting a firm’s performance. Thus we are not
surprised when firms with high ratios of book-to-
market equity show poor subsequent accounting
performance. I don’ think this is evidence of a priced
risk factor at all.

Thus I think it is quite possible that even the
book-to-market effect results from data mining, and
will vanish in the future. But I also think it may result
in part from irrational pricing. The ratio of book-to-
market equity may pick up a divergence between value
and price across any of a number of dimensions. Thus
the past success of this ratio may be due more to
market inefficiencies than “priced factors” of the kind
that Fama and French favor.

If the subsequent convergence of price and
value is gradual, people seeking profit opportunities
may not fully eliminate the effect. To capture the
gains, they have to spend money on active manage-

ment, and they must bear the risks of a less-than-fully
diversified portfolio.

BETA THEORY

I think most of the Fama and French results are
attributable to data mining, especially when they reex-
amine “effects” that people have discussed for years.
Even they note that the ratio of book-to-market equi-
ty has long been cited as a measure of the return
prospects of stocks.

I especially attribute their results to data mining
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when they attribute them to unexplained “priced
factors,” or give no reasons at all for the effects they
find.

Strangely, the factor that seems most likely to be
priced they don’t discuss at all: the beta factor. We can
construct the beta factor by creating a diversified port-
folio that is long in low-beta stocks and short in small-
er amounts of high-beta stocks, so that its beta is
roughly zero. The returns to all such portfolios tend to
be highly correlated, so we don’t have to worry about
the details of the “right” way to create the beta factor.

The empirical evidence that the beta factor had
extra returns is stronger than the corresponding
evidence for the small-stock factor or the book-to-
market equity factor. The first evidence was published
in 1972, and the factor has performed better since
publication than it did prior to publication.

Moreover, we have some theory for the beta
factor. Black [1972] showed that borrowing restric-
tions might cause low-beta stocks to have higher
expected returns than the CAPM predicts (or the beta
factor to have a higher expected return than interest at
the short-term rate). Borrowing restrictions could
include margin rules, bankruptcy laws that limit lender
access to a borrower’s future income, and tax rules that
limit deductions for interest expense.

These restrictions have probably tightened in
the United States in recent decades. Margin rules have
remained in effect, bankruptcy laws seem to have shift-
ed against lenders, and deductions for interest expense
have been tightened. Many countries outside the
United States seem to have similar restrictions. If they
help explain the past return on the beta factor, they
will continue to influence its future return.

Moreover, many investors who can borrow, and
who can deduct the interest they pay, are nonetheless
reluctant to borrow. Those who want lots of market
risk will bid up the prices of high-beta stocks. This
makes low-beta stocks attractive and high-beta stocks
unattractive to investors who have low-risk portfolios
or who are willing to borrow.

We can see some evidence for this in the
market’s reaction to a firm that changes its leverage. An
exchange offer of debt for equity generally causes the
firm’s stock price to increase, while an offer of equity
for debt causes it to decrease. This may be because of
the tax advantages of debt; or because more debt trans-
fers value from existing bondholders to stockholders;
or because buying equity signals manager optimism.



I believe, though, that an important reason is
reluctance to borrow: in effect, a firm that adds lever-
age is providing indirect borrowing for investors who
are unwilling to borrow directly. These investors bid
up its stock price.

BJS [1972] discuss another possible reason for
beta factor pricing: mismeasurement of the market
portfolio. If we use a market portfolio that differs
randomly from the true market portfolio, stocks that
seem to have low betas will on average have higher
betas when we use the correct market portfolio to esti-
mate them. Our betas are estimated with error (even
in the final portfolio), and we select stocks that seem
to have low betas. Such stocks will usually have posi-
tive alphas using the incorrect market portfolio. The
portfolio method does not eliminate this bias.

Perhaps the most interesting way in which the
market portfolio may be mismeasured involves our
neglect of foreign stocks. World capital markets are
becoming more integrated all the time. In a fully inte-
grated capital market, what counts 1s a stock’s beta
with the world market portfolio, not its beta with the
issuer country market portfolio. This may cause low-
beta stocks to seem consistently underpriced. If
investors can buy foreign stocks without penalty, they
should do so; if they cannot, stocks with low betas on
their domestic market may partly substitute for foreign
stocks. If this is the reason the line is flat, they may also
want to emphasize stocks that have high betas with the
world market portfolio.

Can’t we do some tests on stock returns to sort
out which of these theoretical factors is most impor-
tant? I doubt that we have enough data to do that.

‘We have lots of securities, but returns are highly
correlated across securities, so these observations are
far from independent. We have lots of days, but to esti-
mate factor pricing what counts is the number of years
for which we have data, not the number of distinct
observations. If the factor prices are changing, even
many years is not enough. By the time we have a
reasonable estimate of how a factor was priced on
average, it will be priced in a different way.

Moreover, if we try to use stock returns to
distinguish among these explanations, we run a heavy
risk of data mining. Tests designed to distinguish may
accidentally favor one explanation over another in a
given period. I don’t know how to begin designing
tests that escape the data mining trap.

VARYING THE ANALYSIS

While the BJS study covers lots of ground, I am
especially fond of the “portfolio method” we used.
Nothing I have seen since 1972 leads me to believe
that we can gain much by varying this method of anal-
ysis.

The portfolio method is simple and intuitive.
We try to simulate a portfolio strategy that an investor
can actually use. The strategy can use any data for
constructing the portfolio each year that are available
to investors at the start of that year. Thus we can
incorporate into our selection method any “cross-
sectional” effects that we think are important.

However, the more complex our portfolio
selection method is, the more we risk bringing in a
data mining bias. I must confess that when we were
doing the original BJS study, we tried things that do
not appear in the published article. Moreover, we were
reacting to prior work suggesting a relatively flat slope
for the line relating average return to beta. Thus our
article had elements of data mining too.

To minimize the data mining problem, BJS
used a very simple portfolio strategy. We chose securi-
ties using historical estimates of beta, and we used
many securities to diversify out the factors not related
to beta.

But this method does have flaws. For example,
beta is highly correlated with both total risk and resid-
ual risk across stocks. So what we call the “beta factor”
might better be called the “total risk factor” or the
“residual risk factor.”” I can'’t think of any reliable way
to distinguish among these.

When doing the BJS study, we considered esti-
mating the entire covariance matrix for our population
of stocks, and using that to improve the efficiency of
our test. We realized that this would require us to deal
with uncertainty in our estimated covariances. We
decided that the potential for improved efficiency was
small, while the potential for error in our econometric
methods was large. So we did not pursue that route.

Others have used different methods to update
our study. My view is that in the presence of data
mining and estimate error and changing risk premi-
ums, none of these methods adds enough accuracy to
warrant its complexity. I view most of these methods
as our method expressed in different language.

For example, Fama and MacBeth [1973] start
with cross-sectional regressions of return on beta, and
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look at the time series of regression intercepts. The
time series is very similar to the BJS time series of
returns on the beta factor. Stambaugh [1982] extends
the analysis through 1976, and considers broader possi-
ble definitions of the market portfolio, but finds similar
results. Lakonishok and Shapiro [1986] update the
analysis to 1981, and include firm size to help explain
average portfolio return. They conclude that the risk
measures were unrelated to average return in the peri-
od 1962-1981.

Gibbons, Ross, and Shanken [GRS, 1989]
contrast their “multivariate” tests with the series of
univariate tests that they say BJS use. In fact, though,
the key test in BJS is the portfolio method used to
construct the beta factor. This method implicitly
uses all the covariances that GRS estimate explicitly.
The single BJS portfolio takes account of the covari-
ances in a way that leaves relatively little scope for
data mining. Thus I feel our portfolio method has
about as much power as the GRS method, and may
have less bias.

Malkiel [1990, pp. 238-248] studies the relation
between beta and return for mutual funds in the 1980-
1989 period. Stocks generally did well in this period,
so we'd expect high-beta funds to outperform low-
beta funds. But beta and fund performance seem utter-
ly unrelated.

We can even interpret Haugen and Baker
[1991] as showing for the 1972-1989 period that
return and beta were not related as the CAPM leads us
to expect. They say the market portfolio is not effi-
cient, but the way it’s inefficient is that low-risk stocks
seem to have abnormally high expected returns.

Kandel and Stambaugh [1989] give a general
mean-variance framework for likelihood ratio tests of
asset pricing models, taking account of estimate error
in both means and covariances, but assuming that the
covariances are constant. In the real world, I doubt
that their method adds precision to the single portfolio
BJS test of the pricing of the beta factor.

Shanken [1992] has a comprehensive discussion
of methods for estimating “beta-pricing models.” He
discusses such problems as estimate error in beta when
using methods like Fama and MacBeth’s [1973]. For
some reason, he does not discuss the BJS and Black-
Scholes [1974] portfolio method. Black and Scholes
estimate beta for the final portfolio as they estimate
alpha. Thus I believe they avoid the bias due to esti-
mate error in beta.



EXHIBIT 1
Number of Stocks in the Sample

Number Number Number
Year of Stocks Year of Stocks Year  of Stocks

1931 592 1951 954 1971 1182
1932 678 1952 979 1972 1238
1933 699 1953 1003 1973 1286
1934 693 1954 1011 1974 1363
1935 688 1955 1018 1975 1429
1936 685 1956 1009 1976 1479
1937 673 1957 1004 1977 1484
1938 699 1958 1010 1978 1470
1939 722 1959 1008 1979 1466
1940 752 1960 1033 1980 1452

1941 754 1961 1026 1981 1435
1942 767 1962 1034 1982 1405
1943 782 1963 1066 1983 1394
1944 784 1964 1089 1984 1400
1945 783 1965 1104 1985 1380
1946 798 1966 1128 1986 1361
1947 820 1967 1152 1987 1329
1948 847 1968 1152 1988 1325
1949 900 1969 1122 1989 1340
1950 934 1970 1126 1990 1415

1991 1505

UPDATING THE BLACK-
JENSEN-SCHOLES STUDY

[ want to illustrate the portfolio method by
updating the BJS [1972] study. I follow the BJS proce-
dure closely, except that at the very end I adopt the
Black-Scholes method of estimating portfolio beta,
alpha, and residual risk at the same time.

I use monthly data from the Center for Research
in Security Prices at the University of Chicago for the
period 1926-1991. The portfolio method is especially
useful when analyzing data over such a long period,
since the stocks in the portfolio are constantly changing.
Even when the stocks don’t change, the portfolio
method adapts in part to changes in their covariances.

I do not try to estimate changes in residual risk
through time. In principle, this might let me improve
the efficiency of the BJS “significance tests.” But the
significance tests are more seriously compromised by
data mining than by heteroscedasticity, in my view. So
I stick to the use of an average residual volatility for
the whole period to keep the method simple.

I use New York Stock-Exchange listed stocks,
as BJS did. Exhibit 1 shows the number of stocks in
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EXHIBIT 2
Monthly Regressions: 1931 to 1965

Black-Jensen-Scholes Study

Portfolio Number

Item 1 2 3 4 5 6 7 8 9 10 M
1.8 156 138 125 116 1.06 092 085 075 063 050 1.00
2. o 001 -0.02 -001 000 -0.01 000 1001 001 002  0.02
3.t (o)) 043 199 076 -025 089 079 071 118 231  1.87
4 p(R,Ry) 096 099 09 099 099 198 099 098 096 090
5.p(8.8-1) 005 -006 004 001 007 -012 013 010 004  0.10
6. o (&) 0.14 007 006 005 004 005 005 005 006 0.8
7.1 026 021 021 020 017 016 015 014 013 011 017
8.0 050 043 039 036 033 029 025 024 020 017 031
Current Study
Portfolio Number
Item 1 2 3 4 5 6 7 8 9 10 M
1.B 153 136 124 117 106 092 084 076  0.63 048  1.00
2. 0 0.02 -002 -001 000 -001 000 001 001 002 0.3
3.t (o 078 212 -130 -054 -1.38 055 072 164 174 221
4. p(R,Ry,) 097 099 099 099 099 099 098 098 096  0.90
5.p(8.8-) 005 -006 000 -013 -011 -007 010 006 011 015
6.6 () 012 006 006 005 004 005 005 005 006 007
7.1 026 022 021 021 018 017 016 015 013 012 0.8
8.0 049 043 039 037 033 029 027 024 020 017 031

my sample for each year in six decades plus a year.
Because CRSP has corrected the data since the BJS
study, the numbers differ slightly from the correspond-
ing numbers in BJS.

Exhibit 2, panel 2, and Exhibit 5, line 2, repli-
cate the BJS results for the BJS period. The results are
similar, but not identical. Most studies that followed
BJS emphasize the ten portfolios in Exhibit 2. But the
essence of the portfolio method lies in constructing a
single portfolio (in this case, the beta factor) as in
Exhibit 5.

In Exhibit 2, the first two lines show the slope
and intercept of a regression of portfolio excess return
on an equally weighted market excess return. We
chose the equally weighted market portfolio rather
than the value-weighted portfolio for convenience
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only. Line 3 shows a standard statistical measure of the
“significance” of the intercept (compared with zero).
But the data mining we did (along with the hundreds
of other people looking at the same data) invalidates
the significance test. I interpret the numbers in line 3
as roughly measuring the consistency of the positive
intercept for low beta portfolios.

Line 4 shows the correlation between portfolio
and market excess returns, while line 5 shows the esti-
mated serial correlation of the residuals. Line 6 gives
the estimated standard deviation of the residual. Lines
7 and 8 give the sample mean and standard deviation
of portfolio excess return. Since means, correlations,
and standard deviations are all changing, these are esti-
mates of their averages through the period. Everything
is expressed in annual terms, though BJS gave their



EXHIBIT 3
Monthly Regressions: 1931 through 1991

Portfolio Number

Item 1 2 3 4 5 6 7 8 9 10 M
1.8 152 134 122 114 105 093 085 076 064 049  1.00
2. 0 -0.03 -0.02 -001 000 001 001 001 001 001 001
3.t (o) 234 225 -154 -062 -141 103 150 150 200 291
4 p(R\Ry) 097 099 099 099 099 099 098 098 095  0.88
5.p(8.8-1) 002 004 000 -008 -006 -003 005 005 010 013
6. o (&) 011 006 005 004 004 004 005 005 006 007
7.1 017 017 016 014 014 043 011 011 010 009 0.4
8.0 043 037 033 029 029 025 023 023 018 018 027

figures in monthly terms.

Exhibit 3 gives similar results for the entire
period from 1926 through 1991. If anything, the
pattern looks stronger than it did for the 1926-1965
period. (But keep in mind that if it looked weaker, I
might not have written this article.) Low-beta stocks
did better than the CAPM predicts, and high-beta
stocks did worse.

In fact, as Exhibit 4 shows, the results since
1965 have been very strong. Over the entire twenty-
six-year period, the market rose by normal amounts or
more, but low-beta portfolios did about as well as
high-beta portfolios. This is what Fama and French
[1992] mean when they say the slope of the line relat-

EXHIBIT 4
Monthly Regressions: 1966 through 1991

ing average return to beta is flat (though they usually
control for firm size).

Exhibit 5 shows the results for the beta factor
calculated the way BJS did it. We took the excess
returns from the ten portfolios in Exhibits 2-4, and
weighted them by 1 — B;, where B; is the i portfolio’s
beta. Thus we used positive weights on low-beta port-
tolios, and negative weights on high-beta portfolios. In
effect, the beta factor is a portfolio that is long in low-
beta stocks and short in high-beta stocks, with the
largest long positions in the lowest-beta stocks, and the
largest short positions in the highest-beta stocks.

Because low-beta stocks all tend to do well or
badly at the same time, and because high-beta stocks

Portfolio Number

Item 1 2 3 4 5 6 7 8 9 0 M
1.8 150 130 117 1.09  1.03 095 087 078 067 051  1.00
2.« 0.00 -0.01 000 000 000 001 000 001 001 003
3.t (0) 324 -093 -1.02 024 057 131 063 081 094 179
4 p(R,R,) 096 098 099 099 099 099 098 097 093 082
5.p(3,8~) -0.02 002 000 004 006 002 -003 -002 009 0.2
6. 6 (&) 008 005 004 003 003 003 003 004 005 008
7.1 0.06 008 008 008 008 008 007 007 007 006 008
8.0 031 026 024 022 021 019 018 016 014 012 020
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EXHIBIT 5
The Beta Factor

Period M, c, t(LL)

BJS 1/31-12/65 0.04 0.15 1.62
1. 1/31-12/65 0.05 0.15 1.93
2 1/31-12/91 0.05 0.14 2.94
3 1/66-12/91 0.06 0.13 2.44
Period K, c, (L)

1. 1/31-12/39 -0.07 0.22 -1.00
2. 1/40-12/49 0.06 0.15 1.17
3. 1/50-12/59 0.10 0.07 4.56
4. 1/60-12/69 0.06 0.11 1.67
5. 1/70-12/79 0.02 0.14 0.32
6. 1/80-12/91 0.14 0.12 3.90

all tend to do badly when low-beta stocks are doing
well, this portfolio is not perfectly diversified. It has
substantial variance. That’s why we call it the “beta
factor”

This portfolio captures the relative behavior of
stocks with different betas. Since stocks that differ in
beta also tend to differ in other ways, it combines the
effects of all the characteristics correlated with beta.
For example, high-beta stocks tend to be stocks with
high return standard deviation, and issuers of high-beta
stock tend to be high-leverage firms.

BJS did not, and I do not, try to isolate these
characteristics. One reason is that it complicates the

EXHIBIT 6
The Beta Factor Using Only Prior Information
Period He O, 4(1)]
BJS 1/31-12/65 0.04 0.15 1.62
1. 1/31-12/65 0.03 0.11 1.68
2. 1/31-12/91 0.04 0.10 2.69
3. 1/66-12/91 0.04 0.09 2.32
Period K O, (W)
1. 1/31-12/39 -0.05 0.17 -0.94
2. 1/40-12/49 0.03 0.10 1.06
3. 1/50-12/59 0.08 0.06 4.25
4. 1/60-12/69 0.03 0.07 1.32
5. 1/70-12/79 0.01 0.10 0.18
6. 1/80-12/91 0.09 0.08 3.90
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analysis. Another is that it invites data mining.

Exhibit 5 summarizes the results in Exhibits 2-
4, and divides them into approximate decades. We see
that the beta factor had a negative excess return only
in the first decade. Low-beta stocks did better after the
BJS study period than during it. They did best of all in
the most recent decade.

BJS, however, did not use a strict portfolio
method. They chose stocks for the ten portfolios using
only information that would have been available at the
time (about five prior years of monthly data to esti-
mate beta). But the weights on the ten portfolios use
information that was not available.

Black and Scholes [1974] refine the portfolio
method to eliminate this possible source of bias. The
principle is simple. We select stocks and weight them
using only information that would have been available
at the time. This eliminates any bias, and generally
makes it easier to understand and interpret the results.
Since we revise the portfolio over time, it lets us adapt
to changes in the stock list and in the covariances.

The “multivariate” testing methods that such
researchers as Kandel and Stambaugh {1989] and
Shanken [1992] have explored do not have these
features. In effect, they require use of information on
covariances that would not have been available to an
investor constructing a portfolio. And I find formal
statistical tests harder to interpret than a “portfolio
test.”

Exhibit 6 shows the beta factor using a strict
portfolio test. We weight the ten portfolios using five-
year historical betas rather than the realized betas. This
takes out any bias due to use of unavailable informa-
tion in creating portfolio weights. Then we regress the
portfolio excess return on the market excess return,
and figure the residual. This takes out any effects of
market moves because the portfolio beta is not exactly
zero. The story in Exhibit 6 is about the same as the
story in Exhibit 5.

Is this article, like so many others, just an exer-
cise in data mining? Will low-beta stocks continue to
do well in the future, or will recognition of the pricing
of the beta factor cause so many investors to change
their strategies that the effect is eliminated (or
reversed)? Are the effects of borrowing restrictions,
reluctance to borrow, and a mismeasured market port-
folio strong enough to keep it alive? If the flat line
relating past return to beta steepens in the future, how
much will it steepen?



Send me your predictions! I'll record them, and
in future decades we can see how many were right.
My prediction is that the line will steepen, but that
low-beta stocks will continue to do better than the
CAPM says they should.

CORPORATE FINANCE

Suppose you believe that the line relating
expected return to beta will continue to be flat, or
flatter than the CAPM suggests. What does that imply
for a firm’s investment and financing policy?

On the surface, you might think that the line
for corporate investments will be flat or flatter too.
You might think a corporation should use a discount
rate when it evaluates proposed investments that does
not depend very much on the betas of its cash flows.
In effect, it should shift its asset mix toward high-risk
assets, because its investors face borrowing restrictions
or because they prefer high-risk investments.

But this conclusion would be wrong, because
corporations can borrow so easily. They face fewer
borrowing restrictions than individuals. The beta of a
corporation’s stock depends on both its asset beta and
its leverage.

If the line is flat for investors, a corporation will
increase its stock price whenever it increases its lever-
age. Exchanging debt or preferred for stock increases
leverage, even when the debt is below investment-
grade. Now that the market for high-yield bonds is so
active, there is almost no limit to the amount of lever-
age a corporation can have. Some securities even let a
firm increase its leverage without significantly increas-
ing the probability of bankruptcy.

If today’s corporations do not face borrowing
restrictions, and if a corporation makes its investment
decisions to maximize its stock price, the market for
corporate assets should be governed by the ordinary
CAPM. A firm should use discount rates for its invest-
ments that depend on their betas in the usual way.

On the other hand, I think many corporations
act as if they do face borrowing restrictions. They
worry about an increase in leverage that may cause a
downgrade from the rating agencies, and they carry
over the investor psychology that makes individuals
reluctant to borrow.

This may mean that corporate assets are priced
like common stocks. Low-beta assets may be under-
priced, while high-beta assets are overpriced. The line

relating expected return to beta for corporate assets
may be flatter than the CAPM predicts.

If so, then any corporation that is free to
borrow and that wants to maximize its stock price
should again use the ordinary CAPM to value its
investments, and should use lots of leverage. Low-beta
investments will look attractive because they have posi-
tive alphas. Thus the corporation will emphasize low-
risk assets and high-risk liabilities.

Just like an investor who is free to borrow, a
rational corporation will emphasize low-beta assets and
use lots of leverage. Even if the line is flat for both
investors and corporations, beta is an essential tool for
making investment decisions. Indeed, beta is more
useful if the line is flat than if it is as steep as the
CAPM predicts.

No matter what the slope of the line, a rational
corporation will evaluate an investment using the betas
of that investment’s cash flows. It will not use the betas
of its other assets or the betas of its liabilities.

Announcements of the “death” of beta seem
premature. The evidence that prompts such statements
implies more uses for beta than ever. Rational investors
who can borrow freely, whether individuals or firms,
should continue to use the CAPM and beta to value
investments and to choose portfolio strategy.

ENDNOTE

The author is grateful to Russell Abrams and Jonathan Kelly
for help with the calculations; and to Clifford Asness, John Bu, Wayne
Ferson, Josef Lakonishok, Richard Roll, Barr Rosenberg, Jay Shanken,
and Myron Scholes for comments on prior drafts.
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PART TWwO
Performance
Measurement and
Evaluation

or all of stock market history up until the early
1970s, investment performance was measured by re-
alized and, on occasion, by unrealized capital gains.
The word performance as an investment concept, in
fact, came into use only in the late 1960s, carrying the
special meaning of outstanding returns, not just re-
turns.

In the ashes of the market collapse that fol-
lowed those go-go years, investors finally awoke to the
unhappy truth that the heroes of the late bull market
were not so smart after all. They were just the big risk-
takers of the era; like most big risk-takers, they had
ended up paying the price of the outsized and not
very carefully calculated risks they had taken.

At the same time, the Lorie-Fisher studies of
overall market performance, which had originally ap-
peared in 1964, now stimulated a fresh interest. First,

they emphasized total return, which included divi-
dends as well as the vagaries of capital values. Sec-
ond, they demonstrated that a broad market index
could serve as a benchmark against which to measure
the results of active management.

Investors soon set about measuring perfor-
mance by total return and then adjusting the raw fig-
ure for risk as proxied by beta. Although this was a
big step forward from the old days, important ques-
tions remained unanswered. Was the benchmark in
use the proper benchmark for the purpose? How well
did beta measure portfolio risk? How could we dis-
tinguish performance due to luck from performance
due to skill? How could managers develop a reliable
gauge of the quality of their judgments? The five pa-
pers in this section provide innovative and lucid an-
swers to these critically important questions.






Performance
evaluation and
benchmark errors (I)*

“True portfolio management ability is not indicated if the measured
performance is due to the benchmark’s own error.”

Richard Roll

n portfolio performance evaluation, one com-
pares the return obtained on a managed portfolio to
the return expected on an unmanaged portfolio hav-
ing the same risk. The benchmark is the expected re-
turn on the unmanaged portfolio. It should accurately
reflect the risk associated with the managed portfolio
during the evaluation period. However, since it is
always difficult to measure the risk associated with a
managed portfolio, there is always potential for error
in the benchmark. The purpose of this paper is to
analyze benchmark error, and I do so in the context of
the current widespread practice of using the capital
asset pricing model (CAPM) to measure risk. As we
shall see, performance evaluations based on the
CAPM are prone to systematic errors of various kinds.

Error in performance measurement can be as-
cribed to two sources. The first is random variation:
The actual return is in part a function of unforeseeable
events that cause parameter mis-estimation, events
that tend to cancel each other’s effects over repeated
measurements. A second source of error is in the ex
ante CAPM benchmark, an error that cannot be elimi-
nated by repeated evaluations. Thus, ex ante bench-
mark errors are much more important than errors due
to random causes; they make particular managers ap-
pear to “outperform’’ expectations when they fortui-
tously choose portfolios with negative errors in the
benchmark, while managers unfortunate enough to
choose portfolios with positive benchmark error will
appear to do relatively poorly. We must remember
that true portfolio management ability is not accurately indi-
cated if the measured performance reflects the benchmark’s

* This is the first part of an analysis of performance evaluation
that will be continued in our issue of Winter 1981.

own error. Thus, the elimination of benchmark error is
an extremely important practical problem for the eval-
uator.

BENCHMARK ERRORS OF THE CAPITAL ASSET
PRICING MODEL (CAPM)

I'have chosen to use the simplest version of the
CAPM in this analysis of benchmark error. This ver-
sion involves a linear relationship between the evalu-
ator’s expected return on a given asset or portfolio and
the beta coefficient (which is supposed to measure the
““systematic” risk of the asset'). This securities market
line (SML), depicted in Figure 1, has an intercept equal
to the risk-free rate of interest (Er) and a slope equal to
the difference between the evaluator’s expected return
(En) on the market index and the risk-free rate. I shalil
assume that a given marketindex has been selected for
these evaluation procedures and that a nominal risk-
free asset is available. My analysis assumes not that
the simple CAPM is correct but only thatitis used asa
benchmark for performance evaluation.?

We can readily see from Figure 1 that an inaccu-
rate assessment of risk will cause true performance to
differ from measured performance. The measured
performance is &, the vertical distance between the se-
curities market line and the actual return (R,) of the
evaluated portfolio at the mis-assessed risk level
(Risk,). In this particular example, the performance is
positive, because the observed return R, lies above the
securities market line at the assessed level of risk. The
assessed risk level implies that the portfolio was ex-
pected to return E,. The actual performance (q) is
negative, however, because the true risk associated

1. Footnotes appear at the end of the article.
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Figure 1. Mis-assessment of Performance Caused by Error In the Ex-ante Risk
Measure. N.B.: the Risk Error is not Caused by Statistical Varlation.

with this portfolio is larger than the measured risk.
Thus, the true expected return of this portfolio is E,,
which lies above the observed return R,,.

In Figure 1 I illustrate benchmark error for the
case in which one accurately assesses the position of
the securities market line but inaccurately assesses the
appropriate risk level for the portfolio. This error is not
a statistical estimation error in the beta. Itis possible to
assess inaccurately the risk of a portfolio even if one
knows the true expected returns and there is no statis-
tical estimation problem at all.

How can this happen? It will occur if the market
index is not on the evaluator’s ex ante mean/variance
efficient frontier; i.e., when the index is not an “op-
timized” portfolio. Unlike common estimation errors
in statistics, one cannot eliminate this error in beta by
using larger sample sizes. It will remain no matter how
large the sample is. It is not an estimation error in the
beta of the asset as measured against the market index
in use. Instead, it is the difference between the mea-
sured beta and that beta which should have been cal-
culated using an optimized index.

Figure 2 illustrates the situation in which the
true and measured performances differ because the

TRUE SML

MEASURED SML

N\
RISKp = FlISKp

Figure 2. Mis-assessment of Performance Caused by Error in the Securities
Market Line. This error is not due to statistical variation.
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security market line’s position is incorrect. The errorin
position is the result of two problems, neither of which
is related to statistical variation: First, a non-optimized
market index has been employed, an index whose ex-
pectedreturn E,, differs from that (E,,) of the optimized
index appropriate for the true risk-free asset. Second,
the true risk-free asset has a return (Ey) that is different
from the return on the nominal “‘riskless’ asset used to
measure ;. The net result is measured performance &
that differs from true performance a. As illustrated in
Figure 2, the measured & is positive, while the true
performance ais negative. (R is the observed return.)
Figure 3 illustrates all possible non-statistical
evaluation errors. It also introduces a number, 7, that

TRUE
SML
RETURN
EX ANTE SML g, - Ep
DEVIATION
TRUE E TRUE
EXPECTED RETURN P A Y fPERFORMANCE
‘ | | } o ESTIMATED
OBSERVED R 1r SML
RETURN pf—— o e %
ESTIMATED A 1§ m - =F
EXPECTEDRETURN Ep b ———
ESTIMATED £ | | ESTIMATED
RISKLESS RETURN F | I PERFORMANCE
TRUE £ | [
RISKLESS RETURN ~F L J s
N\
RISK,  RISK,
Figure 3. Mis-assessment of Performance C d by Non-Statistical Errors in

the Evaluation Benchmark, the Securities Market Line (SML).

measures the extent of these errors. In Figure 3, both
the market index and the risk-free asset have been
chosen incorrectly and in such a manner that the true
risk of the portfolio is larger than the measured risk.
Consequently, although the estimated performance is
positive, the true performance is negative.

Before analyzing the ex-ante performance error
that captures the essence of this problem, I must em-
phasize that true performance is an ex post quantity
equal to the difference between the observed return
and the true expected return. Of course, true perform-
ance is subject to statistical variation from one sample
period to another. Clearly, the difference between an
observed return and a true expected return consists of
both random variation and true ability in portfolio
management. On the other hand, if over time we re-
peatedly measure performance, we should find that
the random variability tends to average out, leaving
only true ability reflected in the average of such per-
formance measurements. Notice, however, that re-
peated evaluations will not eliminate error in estimat-
ing the expected return, since the error will be present
in the difference between the true performance and
the estimated performance in every one of the evalua-
tion periods.

The average performance evaluation error that
remains as the number of evaluations grows large is



equal to 7, the deviation of the true expected return
from the inaccurately assessed securities market line.
This ex ante performance error is set forth algebraically
inequation (1) and is derived formally in the footnote:*

EX POST

PERFORMANCE EX ANTE
EVALUATION & — =7y SML 1)
ERROR IN DEVIATION
PERIOD t

The simple relationship in equation (1) makes it clear
that the causes of deviation from the ex ante estimated
securities market line are very important. If the evalu-
ator could estimate such deviations independently, he
could correct the traditional CAPM performance eval-
uations and thereby derive a more accurate assess-
ment of true management ability.

THE CAUSES OF EX ANTE DEVIATIONS FROM THE
SECURITY MARKET LINE

The entire error between true performance and
estimated performance is due to deviation of the
portfolio’s position from the assessed securities mar-
ketline. We shall now investigate why such deviations
occur. Although it might seem that they could be
caused by errors in assessing any of three components
of the securities market line (the riskless rate of in-
terest, the beta coefficient, or the expected return on
the market index), we shall see that there is only one
cause: failure to choose the proper optimized portfolio
as the market index.

Figure 4 illustrates why the optimality or non-
optimality of the chosen index is the critical ingredient
for whether or not there are deviations from the secu-
rities market line. In the left panel of Figure 4, the il-

MEAN/VARIANCE

EFFICIENT
EXPECTED
FRONTIER RETURN

EXPECTED
RETURN

o STANDARD
¢ DEVIATION
OF RETURN

CASE 2: MARKET INDEX IS NOT
MEAN/VARIANCE EFFICIENT

CASE 2: MARKET INDEX IS
MEAN/VARIANCE EFFICIENT

Figure 4. The Slope of Portfollo Locl (Dotted Lines) when the Market index Iis
Optimal (ieft) and Non-optimal (right).
lustrated index (m) is an optimized portfolio and is
therefore located on the ex ante mean/variance efficient
frontier. Imagine forming a hybrid portfolio from an
arbitrary asset and the market index. For example, if
asset B were located as shown in the diagram, it could
be combined in varying proportions with the market
index to trace a locus of portfolios depicted by the

curve mB. Of course, points on the curve between m
and B indicate some positive amounts invested in both
m and B, whereas points outside this range indicate a
short position either in m or in B. A similarlocus can be
created with m and any other asset; for example, with
A. In this illustration, A is also an optimal portfolio.

The key principle in the diagram is: At the point
where mis located, for any asset that is combined with
m, the slopes of all such loci are equal to each other and
to the slope of the efficient frontier at point m. This
slope is indicated by the dotted line in the left hand
panel.

In the right panel, L illustrate the second possi-
bility. The chosen market index is not an optimized
portfolio and therefore lies strictly inside the efficient
frontier. Now, imagine combining assets with this
index to generate a hybrid portfolio. The curve con-
necting m and B is again the locus of portfolios that can
be generated by combining asset B with the market in-
dex. Similarly, the curve combining m and A indicates
the portfolios that can be generated by combining the
market index with A. Since m is strictly inside the
efficient frontier, it is clear that the slope of these loci
need not be equal at point m, unlike the case in which
m is optimal. In fact, as the right panel in Figure 4
shows, the slope of the portfolio locus connecting m
and A is negative at m, whereas the slope of the
portfolio locus for m and B is positive.

It is possible to prove that there must be dis-
agreements among these slopes when m is within the
efficient frontier. Indeed, one correct definition of an
optimized portfolio is that all slopes connecting any
asset with the optimized portfolio are equal at the
point where the optimized portfolio is located.

We can easily prove that in the general case the
dotted lines in Figure 4 have slopes given by equation
(2.

=Bt @

BT (B — 1)

If E, is the return expected on an arbitrary asset j and if
B is its (true) beta computed against m, then E,, is the
true expected return on the market index, and o, is the
index’s true standard deviation. Equation (2) gives the
loci slope when the true market portfolio is not “op-
timized”” as well as when it is “optimized”” and located
on the efficient frontier.

BRINGING IN THE CAPITAL MARKET LINE

We are now ready to introduce the final link in
the chain connecting the position of the measured
market index and the error in performance measure-
ment. This final link is the estimated capital market
line, the line between E; and m in Figure 5. Since the
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Figure 5. The Capital Market Line (CML) When the Market
index (m) is not optimized.
market index is not (necessarily) an optimal portfolio,
the locus of portfolios formed from any asset, say B,
and the market index may pass through the capital
market line at m as shown in Figure 5. The estimated
capital market line has a slope equal to
Em —Ep
Um
For the case illustrated in Figure 5, notice that
the expected true return on asset B is less than the
(true) expected return E,, on the market index. Since
the slope of the locus of portfolios formed by combin-
ing m with B is negative at m, we infer from equation
(2) that B must be greater than one. Comparing the
slope of the locus of portfolios with the capital market
line, we must have the following inequality:

_ En —Ep _En—E
" O Bs — 1) < Om ) @)

The standard deviation oy, of the marketindex returnis
positive, and since By > 1, inequality (3) reduces to the
following expression:

Eg < Er + Bu(En — Ep). 4

This is equivalent to the ex ante deviation from the
securities market line being negative for assetB; i.e., it
is equivalent to

B < 0. (5)

Thus, for any portfolio under evaluation, the ex
ante deviation 7 from the securities market line de-
pends upon three considerations. First, the index used
in the evaluation must not be an optimized portfolio.
Given this condition, the relationship between the
position of the index and that of the portfolio under
evaluation causes an ex ante securities market line de-
viation whose sign is dependent on two factors: (1)
whether the measured beta is greater or less than unity
and (2) whether the slope of the portfolio locus vy is
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greater or less than the capital market line’s slope.
The general relationship looks like a sharp-
edged saddle and is depicted in Figure 6. Performance
is judged to be better than it really is when g is less
than one and vyis less than the slope of the capital mar-
ket line or when B is greater than 1 and vy is greater
than the slope of the capital market line. Performance

= -=— PERFORMANCE EVALUATION ERROR

7/SLOPE OF CML

Figure 6. Non-Statistical Performance Evaluation Error as a
Function of Beta (8) and Gamma(y).

is better than it is assessed to be in the other two quad-
rants, when g8 is greater than 1 and vy is less than the

slope of the capital market line or vice versa.
Equation (2) shows that y depends on the dif-
ference between the true expected return of the
portfolio under evaluation and the true expected re-
turn of the market index being employed. This permits
a finer categorization of performance evaluation er-
rors. Table 1 lists the six possibilities that produce pos-
itive or negative evaluation errors, and these pos-
sibilities are illustrated in the six panels of Figure 7.
The letter corresponding to each of the six portfolios in
Figure 7 is circled in the six panels of Table 1. Figure 7
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Figure 7. The Six Possible Configurations of Ex ante Deviations () from the
Securities Market Line for Various Levels of Systematic Risk (3) and
Expected Returns (E, — E,). The Dotted Line has a Siope Equal to

v = (B — EnN{on(B — 1))



TABLE 1

The Relationships Among Performance Evaluation Error m,
Expected Return E,, beta (8;), and Portfolio Locus Slope ().
Compare Figure 7. This tableau assumes Ep, > Eg.
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and Table 1 apply only in the “usual” case — when the
CML has a positive slope or, equivalently, when Ep, >
Er.

There are three cases in which performance
may be evaluated as better thanit actually is, and these
areillustrated by portfolios A, C, and H. Of these three
cases, two are associated with portfolios whose ex-
pected returns are larger than the market index’s ex-
pected return. (These are portfolios A and O).
Portfolios C and H have betas less than one, and
portfolio A has a beta greater than 1. Thus, if the
portfolio manager wants to appear to have more ability
than he does have, he will choose a portfolio like A, C,
or H. Given that the market index is not an optimized
portfolio, any of these three cases will consistently
produce “‘superior” results. Of course, this appear-
ance is completely illusory, is due to benchmark error,
and is not an indication of the portfolio manager’s true
ability.

Conversely, true ability will be offset by nega-
tive performance evaluation error if a manager is un-
fortunate enough to have chosen a portfolio such as B,
G, or K. Of these three cases, two — G and K — are
associated with portfolios whose expected returns are
less than the market index. Portfolios B and G have
betas greater than 1, and K has a beta less than 1.

Two of the six portfolios illustrated in Figure 7
— G and H — are dominated by the market index in
the sense that the index has both a higher expected
return and a lower variance of return. Such portfolios
would be dominated by index funds that were suc-
cessful in mimicking the market index. Nevertheless,
though dominated by an index fund, the performance

evaluation benchmark would be negatively biased in
the case of G and positively biased in the case of H. Itis
hard to imagine how any portfolio dominated by an
index fund can be considered to be successfully man-
aged. Yet, in the case of portfolio H, even if the man-
ager had no ability whatsoever, he would be consis-
tently judged to have superior ability, since the devia-
tion my from the securities market line is positive.

On the other hand, the mirror image case is not
possible: Provided that the market portfolio has a
larger expected return than the risk-free interest rate
(i.e., that the capital market line has a positive slope),
no portfolio that dominates the market index can have
a negative benchmark error. Thus, it is not possible for
a managed portfolio that dominates an index fund to
have consistently negative performance evaluations in
the absence of ability.

ALTERATIONS IN THE CHOICE OF MARKET INDEX
AND THE BENCHMARK ERROR

Frequently, the management performance
evaluator is concerned with whether he would obtain
a vastly different evaluation if he chose one market
index rather than another. For example, would there
be a major difference in the ranking of managed
portfolios if one used, say, the Standard and Poor’s
500 Index rather than the New York Stock Exchange
Index? The purpose of this section is to show that a
change in the market index need not produce a mark-
edly different set of evaluations. But we will also show
that this fact does not mitigate the basic benchmark
error problem. Different indices can produce the same
or similar benchmark errors. Agreement among eval-
uators who use different indices, therefore, does not
imply that the evaluations are correct.

Suppose, for example, thata given portfolio has
been evaluated with a particular market index m and
that the evaluation contains a benchmark error, .
The relationship between the expected return on the
portfolio, the beta, the risk-free asset, and the ex-
pected return of the market index is given by

E,=m+ Ee + Bo(Em — Ep). (6)

How does the benchmark error m, change as a function
of the choice of index? Let us consider, for example, an
alternative index, say m’, which need not fall on the
securities market line produced by the original index.
The expected return on the new index satisfies

Em' = Ty + EF + ﬁm’(Em - EF) (7)

where m, is the benchmark error for the new index
evaluated against the old one. By combining (6) and (7)
we can eliminate the original market index and obtain
an equation based on the new index that looks very
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much like a securities market line. The original
benchmark error for portfolio p (the portfolio being
evaluated) and the benchmark error for the new index
are combined into the hybrid error in brackets:

T/ B} + Ep + (Bo/ B Em' — Ep).  (8)

The only difference between equation (8) and a
securities market line (plus p’s deviation) is that the
beta for p computed with index m’ may not be exactly
equal to B,/By . Itis quite easy to prove, however, that
when the new and old indices are perfectly correlated,
the new beta for portfolio p will be exactly equal to
B/ B . In general, the new benchmark error will be
— 7/ Bms, plus some increment that depends on the
indices’ correlation. For high levels of positive correla-
tion between the two indices, the new beta should be
close to the ratio B,/Bm'. Thus, the new benchmark
error will be close to the old one plus the constant
— T Brar -
In Figure 8 we illustrate graphically how a
change in the index affects benchmark error. The orig-
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k Error (=) with Change

inal securities market line with the original index m is
the upper line, and the portfolio p being evaluated has
a negative benchmark error with respect to thatline. In
this example, we assume the new index lies on the orig-
inal securities market line at m’, so that =, = 0.
When one uses the new rather than the old in-
dex, the evaluated portfolio’s position will change; its
beta will migrate to the right, as the arrow shows. If the
old and new indices are perfectly correlated, the eval-
uated portfolio will maintain the distance under the
new securities market line that it had under the old
line. The benchmark error is constant because the beta
has migrated from S, to 8,/ Bm- with the index change.
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Most of the commonly-used stock market indi-
ces, such as the Dow Jones Industrial Average, the
New York Stock Exchange Index, and the Standard
and Poor’s 500, are very highly correlated. Although
they are not perfectly correlated, the correlations are
sufficiently high that the benchmark errors need not
be significantly altered by using one index rather than
another. However, as illustrated in Figure 8, this does
not imply that there is no benchmark error. The
benchmark errors are close to each other under alter-
native index choices, but the errors still exist and must
be corrected if the evaluator is to obtain an accurate
assessment of the manager’s ability.

When a new index is associated with a non-zero
benchmark error using the original securities market
line (i.e., when m, ¥ 0), the value of each new
benchmark error will be different. Since the change in
error, — Ty, /By, is constant across evaluated
portfolios, however, the rankings of estimated ability
can remain unchanged. Thus, if with one index man-
ager A has an algebraically larger benchmark error
than manager B, he can also have a larger error with
another index.

If there happen to be no differences in the eval-
uations produced by two indices, significant bench-
mark errors can still be present. The agreement in
evaluations across indices does not guarantee that
management ability has been properly assessed. On
the other hand, if the old and new indices are not per-
fectly correlated, it is possible that substantial differ-
ences will occur in the benchmark errors produced by
different indices. (See Roll [1978]).

To understand how a change in the market
index can lead first to an alteration in benchmark error
and then to a reversal of estimated management abil-
ity, consider the situation depicted in Figure 9. We
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Figure 9. How the Benchmark Error of a Given Evaluated Portiolio (A)
can Change Sign when the index Is Changed (from m to m’).

evaluate a given portfolio, labeled A in both panels of
the figure, against the CAPM benchmark. We use a
given market index, m, in the left panel and a different
index, m?, in the right. To illustrate the nature of the
evaluation process, we assume both indices have the
same expected return and standard deviation of re-
turn. However, they are not perfectly correlated.

In this case, the evaluated portfolio has a 8



greater than unity with both indices, but the degree of
correlation is larger between portfolio A and index m’
(on the right) than between A and index m (on the
left). This difference in correlation results in the left-
hand locus being more broadly curved, and, as a re-
sult, the y for portfolio A, the dotted slope of thelocus
at m(m’), is larger (smaller) than the capital market
line’s slope for m(m’). As we have already seen, if the
expected return on the evaluated portfolio exceeds the
market index’s expected return, if the 8 exceeds un-
ity, and if y exceeds the slope of the capital market
line, the benchmark error will be positive. (See the top
left panel in Figure 7.) Under the same circumstances
for expected returns and g, if yis less than the capital
market line’s slope, the benchmark error will be nega-
tive. (See the top center panel of Figure 7.)

The upshot? A change in the market index one
uses in performance evaluation can result in a reversal
of the benchmark error. In the absence of ability, this
will cause a previously well-considered manager to fall
into disfavor. The direction of change in esteem will be
the same even if ability is present — the over-
estimated manager will become under-estimated.

Figure 9 gives a special case because the means
and variances of the two indices are identical, some-
thing that one cannot expect for most changes in in-
dex. For example, the NYSE index has a considerably
lower variance than the AMEX index does. Such dif-
ferences in mean or variance would serve to increase
the possibility of changes in benchmark error, given
the degree of correlation between the indices.

HOW TO DETECT AND CORRECT
BENCHMARK ERROR

To detect and correct an error in the CAPM
benchmark, the portfolio management evaluator must
obtain an independent estimate of the error’s two
components, 8 and y. (See Figure 6.) This is tan-
tamount to obtaining independent estimates of the
evaluated portfolio’s expected return.’

One fairly straightforward method for obtain-
ing such estimates is to apply the classification scheme
of Table 1 (or Figure 7) to the individual securities ap-
proved for purchase by the portfolio manager. During
some validation period (different from the period of
management evaluation), each approved security
would provide a sample estimate of gand vy from ob-
served rates of return. These yand S estimates must
be calculated with the market index that will be used in
performance evaluation.

One could proceed to form a qualitative judg-
ment about the benchmark error for a given evaluated
manager by noting whether he selected securities fall-
ing more heavily into the 7 > 0 cells of Table 1; i.e.,

whether he selected securities that had characteristics
like those of portfolios A, C, or Hin Figure 7. Selecting
such securities would be evidence that he was attempt-
ing to “game” the evaluation by choosing securities
with positive benchmark errors.

Itis possible to be more precise and quantitative
by estimating the ex ante SML deviation ; for each
approved security j. Then a quantitative benchmark
error 7, would be simply an investment-weighted
average of the 7;’s constituting the portfolio. Unfortu-
nately, some knotty statistical problems are associated
with this procedure. During any validation period
used to estimate the vector of approved =;’s, cross-
sectional dependence will be present. Furthermore,
since a vector is to be predicted, less familiar methods
such as Stein-type estimators® should be employed.
Although the expense of developing a satisfactory
procedure may be substantial, the benefits will con-
tinue because the same mechanism can be employed
to correct management evaluation in every period. For
this reason, we should soon see such sophisticated
correction methods put into practice.

An easy way to infer the existence of bench-
mark errors with the simple CAPM is to notice the
ability of other variables to predict expected returns.
Recently, such variables as dividend yield, price/ earn-
ings ratio, and firm size have been found to be useful
return predictors,” and some have already received
practical application.®

The very fact that such variables are useful im-
plies the existence of ex ante deviations from the sim-
ple securities market line. Take the case of dividend
yield: Although its importance is sometimes attributed
to a tax differential between capital gains and ordinary
income,’ dividend yield is a surrogate, albeit a very
imperfect one, for nominal expected return. Even with
no effective tax differential,'® ““dividend tilt” could
improve performance simply because high dividend
yields are associated with positive benchmark errors
(which also are related positively to nominal expected
returns). To the extent that dividend yields are posi-
tively related to beta risk-adjusted nominal expected
returns, they must be explaining benchmark errors in
the simple no-tax CAPM. This implies that the tilting
would become worthless if the market index currently
in use were replaced by an “optimized” index.

SUMMARY

As a benchmark for evaluating portfolio man-
agement ability, the capital asset pricing model
(CAPM) is subject to persistent error. This error is not
due to statistical variation or estimation, and it will not
average out over repeated manager evaluations.
CAPM benchmark error is present whenever the mar-
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ket index is not “‘optimized”’; i.e., whenever the index
is not an ex ante mean/variance efficient portfolio.
Whether a particular managed portfolio has a positive
or negative benchmark error depends upon a complex
set of factors, including the portfolio’s expected re-
turn, beta, and variance of return. One can sys-
tematically categorize and correct benchmark errors by
using additional sources of information concerning
expected return.

It is possible for different market indices to pro-
duce different benchmark errors for the same man-
aged portfolio. On the other hand, this need not hap-
pen. Agreement across indices in management eval-
uation implies neither the absence of benchmark error
nor the validity of the evaluations.

The effectiveness of variables like dividend
yield in explaining risk-adjusted returns is evidence of
the presence of benchmark error.

The “beta” for security j is

a5
B =pm 0'_1

where o5 and o, are the standard deviations of returns on
security j and the market index, respectively, and pi is the
correlation coefficient between these returns.

Sometimes researchers use more complicated versions of the
CAPM. For example, if no risk-free asset exists, one can re-
place it with the expected return on a “zero-beta” portfolio.
Because it is unclear which version of the asset pricing model
is correct, such refinements introduce additional sources of
error. However, since each version of the CAPM is prone to
similar kinds of error, in this analysis I use the simplest capi-
tal asset pricing model for ease of exposition.

For a given evaluation period t, the true and estimated per-

formances are given by, respectively,

—_ Ep

- E.

So, the performance evaluation error is & — a = E, E .
Given the capital asset pricing model and the true risk of

the portfolio, the true expected return is

a = Rm

& = Ry

= Ep + B, (En — Ep).
However, the estimated expected return is
Eo=Er + 23,,(@ - Eo,

where each component (Er, En, and B,) of the estimated
securities market line could be inaccurately assessed. If one
does inaccurately assess these, the true expected return will
deviate from the estimated SML on an ex ante basis, so that

E,= m+ Er + B, (Bn — B,

with 77 # 0. Thus, the performance evaluation error is given
by

& - a=E —F ==
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4 Let 8 be the proportion invested in portfolio j (or in indi-
vidual asset j) and 1 — &be invested in the market index m.
This hybrid portfolio p then satisfies E, = 8E; + (1 — §En
and 0%, = 80% + (1 — 820%y +28(1 ~ oy, Itiseasy tosee
that p’s mean and variance change with 8. At 8 = 0 (100%
invested in the market portfolio), the rate of trade-off be-
tween mean and standard deviation of p is given by (JE,/
0)/(30,/09)|8 = 0 = (E; — En)low(B — 1).

5 Cornell [1980] argues forcefully for a portfolio management
evaluation method based solely on independent estimates of
expected return and not based on the CAPM or on any asset
pricing model.

¢ See Efron and Morris [1975].

7 See Litzenberger and Ramaswamy [1979], Basu [1977], Banz
{1979}, and Reinganum (1978].

8 See W. F. Sharpe’s excellent description {1978] of the Wells
Fargo yield “tilt"” portfolio management process.

® Litzenberger and Ramaswamy [1979].

1 Miller and Scholes [1978] argue that there is no effective dif-
ference between the taxation rates of dividends and capital
gains, since the former can be converted into the latter by
appropriate financial planning.
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The trouble with
performance
measurement

You can’t do it, you never will, and who wants to?

Robert Ferguson

y message is short and simple. I hope
it is also stimulating, entertaining, alarming, depress-
ing, and nihilistic. If you finish the article thinking
you are measuring investment performance only be-
cause you don’t know of any better way to spend
your time (remuneratively, of course), I will be a
happy man.

I 'am going to tell you why:
1. Nobody knows how to measure investment per-
formance;
2. Nobody ever will know how to measure invest-
ment performance, and
3. Nobody would want to measure investment per-
formance even if they did know how.

NOBODY KNOWS HOW TO MEASURE
INVESTMENT PERFORMANCE

Performance measurement consists of assign-
ing numbers to portfolios. This does not matter if
there is only one available portfolio to invest in, be-
cause then you have no choice. It does not matter if
there is more than one available portfolio to invest in,
either. But in that case it is not quite so clear why.

A few diehards still use return as a measure of
performance. This is correct if all they care about is
the portfolio’s expected return. Since the expected
returns of stocks differ, one stock will have the highest
expected return. The implication is that a one-stock
portfolio is the proper choice.

Most of the time, people who use return as a
measure of performance do not have one-stock port-
folios. This may be because they have a fragmented
personality, or possible worse. I try to stay away from
these people; they could be dangerous.

But perhaps I am being too hard on return.
What about using long-term return as a measure of
performance? I suppose the point is arguable if you
are going to be around forever."

Some people argue that long-term return is the
proper definition of portfolio attractiveness for pen-
sion funds and other possibly immortal investors. I
disagree for two reasons.

First, there are no immortal investors.?

My second reason is the important one. Only
living people make decisions, and I believe that they
try to make decisions that make them happy. The
utility functions whose expected values are maxi-
mized in all of the textbooks are ours, not those of
hypothetical people yet to be born. We place great
importance on the short-term availability of funds for
consumption and bequests.

Show me a pension fund manager who will
take a 99% chance of losing almost everything in a
year in order to maximize really long-term return and
I will show you someone without a job.

The sophisticated measures of portfolio attrac-

1. Footnotes appear at the end of the article.

ROBERT FERGUSON is Senior Vice President of Leland O’'Brien Rubinstein Associates in New York (NY 10028).
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tiveness are adjusted returns. This makes more sense.

If several portfolios are equivalent, taking into ac-

count everything but return, then it seems reasonable

to compare them on the basis of their returns.

There are two problems with this approach.
First, two portfolios are never precisely equivalent
with respect to everything but return. Second, there
are as many ways to define equivalence as there are
investors.’

The Security Market Line (SML) was one of the
ingenious attempts to define equivalence. This pro-
cedure can be characterized as follows:

1. Choose a reference portfolio, such as a broad stock
market index.

2. Compute each managed portfolio’s beta with re-
spect to the reference portfolio.

3. Choose a relation between return and beta to serve
as a measurement standard.

4. Use the relation to compute the return appropriate
to each managed portfolio’s beta.

5. Define the managed portfolio’s performance as the
difference between each managed portfolio’s ac-
tual return and its appropriate return. This mea-
sure of performance usually is called an alpha.

My description of the SML procedure makes it
sound arbitrary. Most descriptions make it sound like
God’s gift to the investment community. Actually, it
is arbitrary. Both the reference portfolio and the mea-
surement standard have to be chosen. I know of three
popular measurement standards and a variety of com-
monly used reference portfolios. This choice gives the
performance measurer some flexibility — enough, as
it turns out, to get whatever result the measurer
wants.

Richard Roll was the first person to point out
how flawed is the SML approach.

The betas of securities depend upon the choice
of the reference portfolio. The alphas of securities
depend upon the betas. Different reference portfolios
give rise to different betas and alphas for the managed
portfolios. You can find a reference portfolio that will
provide any desired ranking of the managed portfo-
lios by alpha. Almost identical reference portfolios can
result in radically different rankings.

The finance theory that motivated the SML
procedure presumes that investors care only about
single-period expected return and standard deviation
of return. The emphasis is on having an efficient port-
folio, one with the highest possible expected return
for its level of standard deviation of return.

Wouldn’t you know it — if the reference port-
folio is efficient, the alphas of all securities and port-
folios are zero.

If you start with a reference portfolio that is
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efficient and change it by even a tiny amount, then
all of a sudden there will be alphas.* If you change
the efficient reference portfolio in two different ways
by a tiny amount, there will be two different sets of
alphas for the managed portfolios. Depending upon
the direction of the tiny changes in the efficient ref-
erence portfolio, the rankings of the managed port-
folios will be different. 1 conjecture that there exist
two reference portfolios with a correlation as close to
1.0 as you like that rank managed portfolios in the
opposite direction.

Jack Treynor was the first person to note that
focusing on alpha is just as bad as focusing on return.
If adjusted return is the key to measuring perform-
ance, then you must also use an adjusted alpha. In
Jack’s view, the problem with the SML is in the way
that it focuses on alpha and ignores the standard de-
viation of alpha. Jack showed that an investor who is
concerned with only a portfolio’s expected return and
standard deviation of return will consider the ratio of
alpha to standard deviation of alpha as the appro-
priate definition of portfolio attractiveness. If risk is
relevant, an SML analysis is not. Jack called his def-
inition of portfolio attractiveness the appraisal ratio.

The appraisal ratio never gained much popu-
larity, even though it was really sophisticated.

After a while, Jack managed to communicate
to me his ideas about the appraisal ratio. There was
a consequence. | realized that Jack’s appraisal ratio
looked like the ratio of a mean to a standard deviation.
This is the stuff of first-year statistics. These ratios
can be associated with probabilities. And probabilities
can be transformed to a scale of from 0 to 100. Every-
one understands 0 to 100.”

My measure of portfolio attractiveness was the
significance level of the portfolio’s alpha. I simply
treated the appraisal ratio as a “’t”” value in statistics,
computed its cumulative probability, and scaled it by
100. If there was no indication of talent, you got 50.
If everything you said was precisely correct, you got
100. If everything you said was exactly opposite to
the truth, you got 0. People who got either 0 or 100
were, of course, equally valuable.

Time marched on and a variety of ever more
sophisticated variants of the Capital Asset Pricing
Model (CAPM) spawned ever more sophisticated def-
initions of portfolio attractiveness. Market Planes,
Yield Alphas, and Appreciation Alphas were in-
vented. Performance attribution came upon the
scene.

Then I noticed that all of these sophisticated
techniques used betas and alphas (of one sort or an-
other) as an important element of their procedures. I
remembered what Richard Roll had said, and I have



rephrased it, slightly.

Betas and alphas depend upon the choice of a
reference portfolio. Any definition of portfolio attrac-
tiveness that depends importantly on either alphas or
betas will allow the measurer to rank the managed
portfolios either arbitrarily or almost arbitrarily by
choosing a suitable reference portfolio.

So much for all the sophisticated performance
measurement systems used today.

One fundamental difficulty is that you need a
theory to motivate the performance measurement
procedure. One thing you can be sure of about any
theory is that it isn’t right. The important question is
whether or not you really know where you are. In
the case of Classical Physics, you do. Classical Physics
is wrong, but its degree of approximation is known
and it is sometimes very accurate. You use it where
it is known to work. In the case of performance mea-
surement, the degree of approximation of the moti-
vating theory is not known. You do not really know
where you are.

The perspective that I think is justified by the
past is procedure after procedure, each with its own
ranking of managed portfolios and its own problems.
Of course, the problems are only appreciated after the
fact. History offers no confidence in our ability to
measure the relative attractiveness of portfolios. We
have no reason to believe we are finally doing it right.

I hope that by this time you are convinced of
the hopelessness of doing anything useful with per-
formance measurement. If so, you should take pride
in your ability to understand all the wonderfully sub-
tle points I have made. You are certainly of above
average intelligence.

Of course, there may be a few diehards among
you who remain unconvinced despite my marvelous
and insightful comments. To these individuals let me
say two things.

1. When it comes right down to it, what I have said
so far is interesting and entertaining but, in the
grand scheme of things, irrelevant.

2. You had better pay particular attention from here
on.

NOBODY EVER WILL KNOW HOW TO MEASURE
INVESTMENT PERFORMANCE

The goal of performance measurement is to
ascertain who knows how to invest best — for the
future, of course. I shall now show you why this is
not possible, theoretically, regardless of the distri-
bution of talent in the investment community.

Some of you may take comfort, because my
argument is a theoretical one. Probably you have all
heard the phrase: Oh, well, that’s only theory. If you

are one of these people and are in the venture capital
business, please contact me. I have a few product
ideas I'd like to discuss with you.

Let us start off as simply as possible. Suppose
that we could determine who is the best investor or,
more accurately, who is going to be the best investor
in the future. According to the performance mea-
surement paradigm, everyone would want to invest
with this person. As a result, everyone would have
the same portfolio!

There are some important implications here.
For one thing, there would be no further need for
measuring performance. Everyone would have the
same performance, but this is a minor point. There
is something even more perverse going on.

Perhaps a little more reductio ad absurdum will
clarify things. Once again, suppose it is possible to
determine who will be the best investor in the future.
Now suppose that this is done and that everyone
knows who she is. Now let’s add one wrinkle. Sup-
pose it turns out that she is a perfect forecaster.

If this damsel wanted to buy 1000 XYZ from
you at 35, would you sell it to her? Of course not.
The last thing anyone would be willing to do would
be to trade with a perfect forecaster at prices she is
willing to trade at.

Assuming the current price of XYZ is 35, what
will happen?

If the damsel thought that XYZ was worth 45,
and nobody was willing to sell her stock at 35, she
would raise her bid. She might offer to buy 800 XYZ
at 38. No stock would be forthcoming at this price,
either. She then might offer to buy 500 XYZ at 42.

You can see where this is leading. The higher
the bid price, the less the number of shares she is
willing to take. This makes sense. The size of the
active position of XYZ in her portfolio should reflect
the degree of undervaluation.

Eventually, the price of XYZ will settle at 45,
but no transaction will have occurred. Everyone will
have gained the benefit of the damsel’s insight. The
damsel will have outperformed no one.

A little reflection will convince you that matters
are even worse than this. Everyone would insist on
holding the same portfolio as the damsel. Conse-
quently, everyone would have the same performance.

Here is the moral: If performance measurement
can identify a perfect forecaster, there can be no per-
formance.

In real life, it is hard to tell just how good
investors are. Let us make our assumptions more re-
alistic and see what the performance measurement
equilibrium must be like.

Assume that performance measurement suc-
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ceeds in designating one investor as superior but not
perfect. The measurer concludes that the probability
is 90% that the superior investor will be right if the
two of you disagree. If she wants to buy 1000 XYZ
from you at 35, would you sell it? Perhaps you would.
This time around, the damsel could be wrong. After
thinking about how big 90% is compared to 10%,
however, you would be a fool not to try to protect
yourself by asking for a higher price. Only by getting
a higher price can you offset the losses you will incur
on average due to her superiority. If the current price
of XYZ is 35, you might offer to sell her 1000 XYZ at
42. Her response might be to take 200 XYZ at that
price.

This hypothetical interchange suggests a way
of determining what the damsel’s notion of XYZ'’s fair
price is. Nevertheless, I am unprepared® to follow
through on this approach. Keep it simple and re-
member that no matter how depressing the conclu-
sions, the true situation is bound to be far worse.

If the damsel is right, then she will have pur-
chased 200 XYZ at 42 and will have seen it rise to 45.
The stock trades somewhere between the current
price of 35 and the final equilibirum price of 45. The
damsel makes a 3-point profit. She outperforms you.
There is performance, but it's small.

Now suppose that performance measurement
suggests only a 10% chance that the damsel will be
right if the two of you disagree. When she offers to
buy 1000 XYZ from you at 35, you might counter with
an offer to sell her 1000 XYZ at 38. You need less
protection since you are more likely to be right. She
might counter with an offer to buy 800 XYZ at 38.

If the damsel is right, then she will make a 7
point profit as XYZ rises to 45. This time her per-
formance will be large.

Note the relationship among your confidence
in the damsel’s superiority, the price at which you
are willing to trade with her, and the amount of the
transaction. The more sure you are that she will prove
to be right, the higher will be the price you demand
and the lower will be the amount that is transacted
and the lower her profit.

If the damsel’s profit is lower, so will be her
measured performance. Consequently, her signal-to-
noise ratio will be smaller. It will be less clear that
she is superior. The probability of her superiority will
be smaller. Still, it is performance measurement that
provides the probability of her superiority.

To the extent that we assume that performance
measurement provides clear-cut evidence of supe-
riority, to that extent it follows that performance is
too low, or will be too low in the future, to provide
clear-cut evidence of superiority. Superior performance
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can be achieved by a superior investor only if the past record
does not provide clear-cut evidence of that superiority.
This is the kind of bizarre circularity that I love.
It is almost mystical! This is what I have always
wanted — mystical nihilism!
Here are some of the consequences of what I
have pointed out so far.

1. The more effective the statistical and other
techniques used to measure performance,
the lower must be the level of performance,
both past and future.

This must be so, because the more effective the
statistical techniques used to measure performance,
the smaller the signal that can be detected in relation
to the noise. Thus, a specific level of confidence in
superiority can be established at a lower level of per-
formance. At the same time, performance must be
below the level at which clear superiority can be dem-
onstrated.

2. It is not possible for any investor to ac-
quire a record that makes superiority ob-
vious.

The market forces that reduce perceived per-
formance come into play smoothly, not suddenly.
They strengthen as the record becomes clearer in the
direction of superiority. Their very strengthening pre-
vents the record from ever becoming clear enough to
establish superiority with a high probability. There is
a subtle negative feedback mechanism at work
throughout an investor’s career, analogous to a me-
chanical governor on an engine that controls its
speed.

3. The amount of data required to begin to
make an investor’s superiority obvious is
about the amount that can be accumulated
during an individual’s entire working life.

I am stretching it slightly here. I really do not
expect superiority ever to be obvious, but, if it is just
becoming obvious as retirement or, even better, death
approaches, no significant damage will be done to my
notions of sensible economic equilibrium.

Here is a realistic hypothetical example to il-
lustrate the current state of affairs.

Let us focus on the increment to return that
superiority can provide. An annual incremental re-
turn of 1.2%, net of the cost of achieving it, is ex-
ceedingly valuable. Think of it as an honest-to-God
alpha of 1.2% annually. An optimistic level of stan-
dard deviation of alpha to associate with this is 5.0%
annually.



The typical approach to determining whether
or not performance is significant goes something like
this:

1. Assume that the true alpha is 0.0% annually.

2. Compute the probability that an alpha as large as
that observed would occur over the period of mea-
surement.

3. If this probability is small encugh, declare that the
alpha is significant.

This process is called testing for statistical sig-
nificance. The motivation is that, if you assume a state
of nature that implies that the observed event is
hardly possible, then perhaps an alternative assump-
tion about the state of nature is preferable. For the
most part, performance measurement services con-
sider a probability of 5% or 1% as a definition of
“hardly possible,” assuming, of course, that they do
any significance testing at all.

The smaller the choice of probability for
“hardly possible,” the less likely it is that the mea-
surer will declare a managed portfolio to have per-
formed if it did not. On the other hand, if it really
did perform, but not by much, the more likely is the
measurer to declare that it did not. One way of choos-
ing an appropriate probability for the definition of
“hardly likely”” is to analyze the consequences, and
their importance to the investor, of two kinds of pos-
sible errors. The first is declaring there is talent when
there is none. The second is declaring there is no
talent when there is some. Another way of choosing
the probability for “hardly possible” is to cop out and
use what seems to be popular at the moment or in
the past. Needless to say, it is the latter method that
people use, almost universally. This is where the 5%
and 1% probabilities come from.

The significance test can be accomplished by
collecting monthly alpha estimates and performing a
“t" test. First collect the monthly alphas, average
them, and then use the standard deviation of the
monthly alphas to compute a quantity called “t.”” The
formula is:

(R, — U) VNN - 1)
\/E(R: - Rb)2

In this formula:
R
R, = the average monthly alpha;

the alpha observed in month i;

i

N = the number of observed monthly alphas,
and

8}

the assumed level of alpha (0, in this case).

This formula can be thought of as the ratio of
two quantities. The numerator is the difference be-

tween the observed average monthly alpha and the
assumed monthly alpha. To the extent there is talent,
the average monthly alpha will exceed the assumed
monthly alpha and the numerator will be relatively
large and positive. The denominator is the estimated
standard deviation of the numerator. Thus “t” is very
much like the standard normal variates discussed in
first-year statistics courses.

In effect, ““t"” measures the number of standard
deviations of the observed average monthly alpha
from the assumed monthly alpha. If this is large and
positive, then either the measurer has observed an
improbable event or his assumption about the average
monthly alpha is wrong and there is talent. If “t” is
small, the observed average monthly alpha is con-
sistent with the assumed monthly alpha. Nothing
suggests the existence of talent. The measurers then
determine what levels of “t”” correspond to probabil-
ities of 5% and 1% and declare significance at these
probabilities if the computed “t” values exceed these
levels.

In our example, all the quantities in the formula
are known except for the number of months of data
to obtain the desired levels of significance. An ex-
amination of the formula shows that the greater the
number of observations, the larger is ““t.”” There is
some number of observations just large enough to
make ““t”” just large enough to exceed the level re-
quired for a declaration of significance.

As it turns out, you need about 47 years of
monthly data to obtain statistical significance at the
5% level and about 94 years of data for significance
at the 1% level. Since 5% levels of significance are the
most widely used, I conclude that the normal working
life of a professional investor is about 47 years. This
is in good agreement with the theory discussed ear-
lier. Perhaps there is something to this theory after
all.

By now I am sure that all of you are convinced
that there is no future in measuring investment per-
formance. We have seen that it does not work in
practice and that it cannot work in principle. Need |
say more? Well, perhaps just two more points should
be made:

1. When it comes right down to it, what I have said
so far is fascinating, insightful, and entertaining
but, in the grand scheme of things, irrelevant.

2. You better pay particular attention from here on.

NOBODY WOULD WANT TO MEASURE
INVESTMENT PERFORMANCE EVEN IF
THEY DID KNOW HOW

Performance measurement is supposed to rank
managed portfolios in order of attractiveness. But
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then what is the investor to do? Is the investor sup-
posed to allocate all funds to the top-ranked portfolio?
If so, then performance measurement makes sense.
But I submit that no rational investor will want to do
this.

Think about securities for a moment. How
many portfolio managers do you know who construct
one-stock portfolios? None! Why is this?

Portfolios contain many securities because real
life investors like portfolios with particular blends of
characteristics. If investors like expected return and
dislike standard deviation of return, they will hedge
and diversify risk in order to achieve a high reward/
risk ratio. Hedging and diversification enable the
portfolio manager to manage risk in a way that makes
it possible to increase a portfolio’s reward/risk ratio
far beyond what is attainable from a single security.

A rational investor faced with the opportunity
to invest in a number of managed portfolios will think
of them in the same way that a portfolio manager
thinks of securities. The investor will want to know
how to allocate the available funds among the man-
aged portfolios, not which one to invest in.

Long ago Jack Treynor showed that, if short
sales are allowed, maximizing an investor’s ratio of
expected return to standard deviation of return re-
quires an active position in every available security.
The only questions are the size of the position and
whether the position is long or short.

What’s more, the correct position in each se-
curity depends upon the characteristics of that se-
curity in relation to the characteristics of all of the
other securities.

Similarly, the proper allocation of an investor’s
funds to a particular managed portfolio depends upon
the characteristics of all of the managed portfolios that
are available to him. But the numbers assigned to
managed portfolios by a performance measurement
ranking do not reflect all of these characteristics. Since
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they do not, they are useless to investors.

Some of you may think that someone can de-
velop a performance measurement scheme that does
reflect the characteristics of all of the available port-
folios. If there is one, however, it won't be recogniz-
able as a performance measurement scheme: It won’t
rank portfolios, but it will provide allocation propor-
tions. These will be a function of the available man-
aged portfolios. A particular managed portfolio may
receive a high allocation in one application and a low
allocation in another. To repeat: It won’t be a per-
formance measurement system; it will be a portfolio
allocation system.

So much for performance measurement. Let’s
spend our time doing something useful.

I wonder if it is possible to forecast the char-
acteristics of securities. If so, perhaps we could build,
and use, that portfolio allocation system.

'I'm a short timer myself, and by cosmological standards,
so are all of you. Infinite is different from a measly 40 years
or so.

* According to modern physics, the nature of the Universe
in the not too distant future (again, by cosmological stan-
dards) is inconsistent with their survival. If the Universe is
constantly expanding, then existence becomes more and
more tenuous (pardon the pun). Pension funds cannot exist
in an environment where everything is in the form of an
extremely low-density gas, although some would argue that
that is precisely the case now. If the Universe cycles through
Big Bangs, well — I haven’t run across any survivors from
the previous Bangs. Have you? Check out the third law of
thermodynamics and get back to me if you see a way out.

* All investors — past, present, and future.

¢ This is sort of like God and the “Let There Be Light” routine.
It makes you feel like somebody.

* Now I could be sophisticated, too.

* And will be for the indefinite future.



How to detect sKill in
management
performance

You won'’t find it by using conventional portfolio performance
measurement techniques.

Mark Kritzman

he purpose of this paper is to propose a
methodology to detect skill from performance that
appears random or insignificant. The methodology
focuses on seeking evidence of conduct. This ap-
proach parallels the concept of the “perfect failure,”
which implies that it is better to perform correctly and
fail because the outcome was influenced by random
events than it is to perform incorrectly and succeed
for the same reason.

Each year billions of dollars of pension assets
are distributed among the professional investment
management community on the basis of summary
results that reflect very little about the managers’ con-
duct. The typical criteria for manager evaluation are
comparison to an index such as the Standard & Poor’s
500 Stock Composite and ranking within some uni-
verse of competing managers.

Comparison to an index is considered appro-
priate, because the performance of the index can be
achieved inexpensively by a mechanical process. Rel-
ative ranking is considered worthwhile, because a
broad universe of managers would be expected to
generate a normal distribution of returns with an av-
erage active return' of slightly less than zero (due to
the cost of transacting). Therefore, by omitting man-
agers with poor relative performance, one might ex-
pect the remaining managers to produce an active
return that, on average, exceeds the result that would
be achieved from an index fund.

1. Footnotes appear at the end of the article.

Both of these evaluation approaches are
flawed. In particular, the relative ranking argument
is sophistical, in that poor managers should not be
expected to perform worse than average before trans-
action costs. Even if they have no information or skill,
they should be wrong only half the time; otherwise
one could profit by reversing their decisions.

Also, both approaches suffer from style bias.
Managers’ styles, which are not part of their discre-
tionary active management, may be the most impor-
tant determinant of their return or universe ranking.
For example, equity managers who concentrate in
small capitalization companies may outperform the
index and the average equity manager over some pe-
riods. These managers, however, should not be
credited for the favorable performance attributable to
this exposure, since it does not reflect an ““active judg-
ment” on their part.

Part of this style bias can be overcome by com-
paring only managers with similar styles. A more di-
rect approach, though, is to construct a normal
portfolio® for each manager and to use it as the bench-
mark against which to measure active return.

The use of normal portfolios should help to
correct the style bias that contaminates historical per-
formance results, but a more serious problem re-
mains. Investment returns are highly random or
noisy. This problem may be characterized by the con-
cept, “signal-to-noise ratio.” Signal-to-noise ratio is
an engineering term that refers to the ratio of a radio
signal that is received compared to the noise that is

MARK KRITZMAN is Vice President in the Investment Management Group at Bankers Trust in New York (NY 10015).
He benefited by comments from Stephen Brown, Dean I’Onofrio, Eric Lobben, and Krishna Ramaswamy.
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introduced by the receiving system. The term is
loosely applied here to refer to the ratio of return
caused by manager conduct relative to that part of
return resulting from the random movement of se-
curity prices.

The signal-to-noise ratio in security prices is
low because most relevant information about security
prices arrives randomly and cannot be anticipated
but, nonetheless, causes prices to fluctuate. Most in-
formation that does not arrive randomly is anticipated
and, hence, does not cause prices to change. On the
other hand, signals of investment skill are related to
information that arrives non-randomly and is not yet
impounded in the price. This type of information is
relatively scarce.

DETECTING INVESTMENT SKILL

Just how difficult is it to detect skill with con-
fidence by examining summary measures of perform-
ance such as total return or active return? Confidence
that a return is non-random is a function of the ratio
of return to risk (in this case, active return and active
risk):

Active Return
Active Risk

Confidence = function (

Since returns increase with time while risk in-
creases with the square root of time, confidence after
n years is a function of:

Active Return X Time
Active Risk X VTime °

By arranging terms, we can see that:

Confidence X Active Risk }?
Active Return ’

Time = function (

If active return equals 1% and active risk equals
2%, for example, 15 years of evidence are required
before one could be 95% confident that the active
return was, in fact, causally produced and not ran-
domly generated, assuming returns are normally dis-
tributed.

If we were to take the partial derivative of time
with respect to active return, active risk, and confi-
dence, we would find that the length of the period
required to demonstrate skill is a negative function of
return and a positive function of risk and confidence
level.?

Although this exercise may be sobering to
some, it does not necessarily imply an industry-wide
absence of investment skill. It simply underscores the
limitations of relying on summary measures of per-
formance to detect skill.

It is perhaps true that skill exists at a particular
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type of decision for some investment managers, even
in the presence of a low signal-to-noise ratio for total
active return. Therefore, let us partition active return
and risk and examine the signal-to-noise ratio asso-
ciated with each decision separately. This decompo-
sition of the investment results may begin to provide
insight about manager conduct that could reduce the
time required to detect skill in some cases.

For example, if we assume that security returns
are linearly related to a series of factors, then value
added by decisions relating to a particular factor can
be measured as:

vV, = Bi(Fi,p - Fi,m)/

where:

V. = value added by exposure to factor i,

B, = marginal return to factor i from cross-
sectional regression of security returns on
security factor values,

F., = portfolio’s factor i value, and

F... = market’s factor i value.

Therefore:

F, — F,. = active exposure to factor i.

The risk inherent in a particular factor can be
measured as:

n 2
j=1 (Bx.i B Bi)z
O'i - - - !
n
where:
o; = historical standard deviation of marginal
returns to factor i,
B,;, = marginal return to factor i in period j, and
B. = average marginal return to factor i.

Therefore, the risk incurred by exposure to a
particular factor equals:

Si = [Gf(Flp - Fi,m)z]l/z'

The framework described above is general. In
applying this framework, we must normalize the re-
sults to an appropriate benchmark.

BROWNIAN MANAGEMENT* A CASE STUDY

The following analysis illustrates how we
might apply this approach to extract signals from
noisy data. It is based on a particular multiple factor
model that assumes a return generating process con-
sisting of a market factor, eight common factors, and
10 market sector factors. The unexplained component
of return is attributed to company-specific factors.®
Implicit in this factor model is an investment man-



agement process that includes four reasonably dis-
tinct types of decisions: a market timing decision, a
common factor exposure decision, a market sector
weighting decision, and a security selection decision.

The context in which noise is presented is a
confidence interval based on an expected contribution
of 0.0% (absence of skill) and the standard deviation
associated with each type of decision. The standard
deviation is the sum of the risk incurred by exposure
to the relevant factors recognizing covariance between
factors. The value added is the sum of the returns
achieved by exposure to the relevant factors. The re-
sults are cumulative and annualized so that different
periodicities are comparable.®

This framework implies that a manager with
no skill over a short period of time may produce a
return substantially different from zero due to the
random movement of security prices. As time passes,
however, the cumulative annualized return should
converge toward zero. The cumulative annualized
confidence interval should also converge toward zero
monotonically with the square root of time if risk re-
mains constant.

The first chart for our sample manager, Brown-
ian Management, seems to confirm this expected pat-
tern. Although the first few quarters indicate that total
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active return was significantly positive (the square
plots), the return converged toward zero as the pe-
riodicity was extended to eight quarters. We would

be inclined to infer from these results that Brownian
Management did not demonstrate very much skill,
although it incurred significant active risk. The con-
fidence intervals without plots show the returns re-
quired for significance in subsequent periods if risk
remains consistent with the average risk incurred thus
far.

The second chart suggests that Brownian Man-
agement’s active timing decisions contributed neu-
trally to total active return, which is to be expected
given the minimal degree of risk incurred by exposure
to the market factor. In effect, Brownian Management
does not time the market — which may reflect rec-
ognition on their part that they lack skill in this area.

CHART 2
CONFIDENCE INTERVAL — MARKET TIMING RETURNS
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On the other hand, the next chart (Chart 3)
shows that the value added by exposure to common
factors suggests extraordinary skill. In a strict statis-
tical sense, there is less than a one in a hundred
chance that the value added after eight quarters could
have occurred by random process.

Nonetheless, the statistics may overstate the
true confidence we should have in the results in the
following sense. Over a relatively short period of
time, such as two years, a particular factor could pro-
duce a return that on average is very high or very
low, and the manager could be consistently over- or
under-exposed to it. The implied confidence in this
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CHART 3
CONFIDENCE INTERVAL — COMMON FACTOR RETURNS
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situation would be very high, but it would be based
only on one event. Since a manager can just as well
flip a head as easily as a tail, the implied confidence
overstates the true significance of the results.

Therefore, when we observe a high return-to-
risk ratio, we should explore further to determine how
many decisions the manager actually made. For ex-
ample, if the factor return reverses itself several times
in the measurement period while the manager re-
mains consistently overexposed to it, the anecdotal
evidence would be less indicative of skill than when
the manager’'s exposure corresponded with the re-
versals. This evidence of conduct could be measured
directly by regressing the time series of factor returns
with the time series of factor exposure changes.

It is important to look at the time series of de-
cisions rather than the cross-sectional decisions be-
cause the factors could be co-linear. If the factors are
co-linear, one decision could produce a favorable re-
sult across several factors so that the implied confi-
dence is still dependent upon only one event.

The market sector results (Chart 4) are also en-
couraging. Brownian Management produced signifi-
cantly positive results, and the trend seems to suggest
that these results could persist. It is interesting to note
that Brownian Management apparently increased its
active exposure to market sector factors in the second

104

quarter of 1984, since the confidence intervals con-
verge non-monotonically.

The security selection results in Chart 5 show
that Brownian Management’s company-specific de-

CHART 4
CONFIDENCE INTERVAL — MARKET SECTOR RETURNS
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CHART 5
CONFIDENCE INTERVAL — SECURITY SELECTION RETURNS
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cisions contributed negatively to total active return,
yet they exposed the portfolio to a significant amount
of specific risk. In fact, they incurred more risk in
security selection decisions — where they should
have the least confidence — than with any other type
of decision.

Nevertheless, these results are somewhat per-
verse, because they suggest that Brownian Manage-
ment was wrong more than half the time. If they are
indeed consistently wrong, they could serve as an
excellent reverse indicator. One possibility is that
Brownian Management consistently acquires valuable
information that is especially perishable. Or, perhaps,
its investment process may not be sufficiently re-
sponsive, so that the valuable company-specific in-
formation perishes before it can act on it, thus
producing a drag on performance. It is more likely,
however, that the measurement period is simply too
short.

The foregoing analysis illustrates the difficulty
in detecting skill from summary measures of perform-
ance such as total active return and risk. A more de-
tailed examination of the value added by specific
types of decisions, however, shows that Brownian
Management is probably skillful at common factor
and market sector decisions. Unfortunately, this skill
was completely obscured by the risk incurred from
company-specific decisions.

CONCLUSION

This paper suggests that the industry standard
for measuring investment performance typically pro-
vides very little insight about superior managers be-
cause it focuses on summary results rather than on
evidence of conduct. Evidence of a manager’s conduct
is more likely to be uncovered within the following
context.
® The results of each management organization
should be normalized to an appropriate benchmark
in order to eliminate any systematic biases that may
result from the particular style of each.

® Risk and return should be partitioned to corre-
spond to the manager’s decisions, so that potential
skill is not obscured by risk emanating from un-
skilled decisions.

® The number of events that underlie the confidence
measure should be determined so as to provide
confirmatory evidence of skillful conduct.

! Active return is that portion of return attributable to active
management; that is, deviations from a normal portfolio. It
can be thought of as value added.

~

The normal portfolio represents the portfolio a manager
would hold in the absence of any judgments. It is the man-
ager’s neutral portfolio.

* Assume p = return, ¢ = risk, t = confidence, and n =
time.

Then:
n = ople
and
an
— = = 2no*t
o
on
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da H
an
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at
* These results are from an actual equity portfolio with no
cash covering the period from December 31, 1982 through
December 31, 1984. The manager’s name has been changed.

a

The eight common factors are: a discount factor, earnings/
price ratio, financial risk, growth in assets, historical suc-
cess, sales sensitivity, size, and yield. The 10 market sectors
are: consumer durables, consumer non-durables, finance
and building, health care, capital goods, energy related,
basic industry, transportation, utility, and a miscellaneous
sector.

£

The standard deviation used to estimate the cumulative
annualized confidence intervals is calculated as follows:

n 1973
Sia = [(E szk/nZ) . 122] ,
k=1

S, = cumulative annualized risk incurred by exposure to
factor i,

where:

S?, = variance of monthly marginal returns to factor i up to
month k adjusted for active exposure as of month k,
and

n = number of months in period.

The cumulative value added is calculated as follows:

Via = [(1 + (énv—k)) - 1] * 100,

where:
V. = cumulative annualized value added by exposure to
factor i,
V.. = value added in kth month by exposure to factor i,
and
n = number of months in period.
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The implementation
shortfall: Paper versus

reality

Reality involves the cost of trading and the cost of not trading.

André F. Perold

fter selecting which stocks to buy and
which to sell, ““all” you have to do is implement your
decisions. If you had the luxury of transacting on
paper, your job would already be done. On paper,
transactions occur by mere stroke of the pen. You can
transact at all times in unlimited quantities with no
price impact and free of all commissions. There are
no doubts as to whether and at what price your order
will be filled. If you could transact on paper, you
would always be invested in your ideal portfolio.
There are crucial differences between transact-
ing on paper and transacting in real markets. You do
not know the prices at which you will be able to ex-
ecute, when you will be able to execute, or even
whether you will ever be able to execute. You do not
know whether you will be “front-run’’ by others. And
you do not know whether having your limit order
filled is a blessing or a curse — a blessing if you have
just extracted a premium for supplying liquidity, a
curse if you have just been bagged by someone who
knows more than you do. Because you are so much
in the dark, you proceed carefully, and strategically.
In the end, your actual portfolio looks different
from your ideal portfolio. It also performs differently.
If the differences in performance were small, the prob-
lems of implementation would be minor. The evi-
dence, however, says the difference in performance
can be very big. And implementation can be a major
problem.
If you are looking for evidence that paper port-
folios consistently outperform real portfolios, you

probably need go no further than to your own in-
vestment shop. How often have you tested an in-
vestment strategy on paper, found it to perform
superbly, only to discover mediocre performance
when it goes live? How often have directors of re-
search been able to show that paper portfolios based
on their analysts’ recommendations outperform the
firm’s actual portfolios?

Perhaps the best known example of this phe-
nomenon, and the one with the longest publicly avail-
able record, is the Value Line ranking system. The
Value Line funds that make use of the system have
excellent long-term track records, but none has done
as well as the paper portfolios based upon the Value
Line rankings. For example, over the period 1965-
1986, the Value Line Fund has outperformed the mar-
ket by 2.5% a year, while the paper portfolio based
upon the Value Line rankings with weekly rebalanc-
ing has outperformed the market by almost 20% a
year."?

THE BASIC APPROACH

This article proposes a way to assess the drag
on performance caused by the problems of imple-
mentation. The proposal is for you to run a paper
portfolio alongside your real portfolio. The paper
portfolio should capture your “wish list” of decisions
just before you try to implement them. You should
manage this paper portfolio within the same restric-
tions and guidelines as the real portfolio with respect
to diversification and riskiness. The performance of

ANDRE F. PEROLD is Associate Professor of Business Administration at the Harvard Graduate School of Business Admin-
istration in Boston (MA 02163). He wishes to thank Jay Light and Robert Salomon for thought-provoking discussions on
the subject, and Fischer Black, Paul Samuelson, Evan Schulman, and Wayne Wagner for their comments.
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this paper portfolio will tell you a lot about your skill
at selecting stocks that outperform. The difference
between your performance on paper and in reality is
what we call the implementation shortfall (or just ’short-
fall”). The implementation shortfall measures the de-
gree to which you are unable to exploit your stock
selection skill.

We shall see that the shortfall measures not
only what are traditionally thought of as “execution
costs,” but also the opportunity costs of not trans-
acting. Measuring the shortfall in conjunction with
execution costs therefore allows you to separate out
opportunity costs. To reduce the shortfall, you have
to improve how you manage the trade-off between
execution costs and opportunity costs. Minimizing
execution costs alone may be no good if it results in
unacceptably high opportunity costs. Minimizing op-
portunity costs will not be worthwhile if it leads to
execution costs that are too high.

While they can measure certain types of exe-
cution cost, outsiders generally cannot reconstruct the
shortfall after the fact by working with only trans-
action data. The paper portfolio must be- managed
internally and in real time. Depending on the in-
vestment process, its management may require great
care and diligence.

We should note also that a large implementa-
tion shortfall is not bad per se. If your overall per-
formance is good, a large shortfall may be a necessary
cost of doing business. On the other hand, a small
shortfall is not necessarily good — it is no help if your
overall performance is bad.

The point of this article is that monitoring the
shortfall will enable you to measure and better un-
derstand the sources of drag on your investment per-
formance. You will be able to separate bad research
from poor implementation. If you can improve your
understanding of performance drag, you can better
control it.

HOW TO CALCULATE
THE IMPLEMENTATION SHORTFALL

To calculate the shortfall, you must calculate
the performance of both your real and paper port-
folios. The performance of your real portfolio will ob-
viously be net of brokerage commissions, transfer
taxes, and any other charges incremental to your in-
vestment decisions. The result should not include
management fees, whether fixed or incentive in na-
ture.

To calculate the performance of the paper port-
folio, you use the principle that on paper you transact
instantly, costlessly, and in unlimited quantities. For
example, if you would like to buy 50,000 shares at

current prices, simply look at the current bid and ask,
and consider the deal done at the average of the two.
The same applies if you want to sell.

Using the average of the prevailing bid and ask
means that you get the same price whether you are
buying or selling. If you bought at the ask and sold
at the bid, you would be incurring transaction costs.
These occur only in real world implementations, not
on paper.

WHAT IS THE SHORTFALL MEASURING?

The shortfall measures the degree to which you
have been unable to exploit your stock selection skills.
Just how it measures this will depend on your im-
plementation strategy. In some situations — such as
trading on the basis of an impending earnings an-
nouncement — you may want to execute quickly by
means of a block trade and may be quite willing to
move the market to do so. In other situations, your
only concern may be to transact at the “right price,”
and you may be willing to wait “forever” if necessary.
Here, you may wish to place a limit order, either
explicitly, or implicitly by indicating interest at your
chosen price. If the order does not execute, you may
later be willing to pay a higher price to get the exe-
cution. Generally, your implementation strategy will
involve combinations of these and other approaches.’

The implementation shortfall has two basic
components. The first, execution cost, relates to the
transactions you actually execute. The second, oppor-
tunity cost, relates to the transactions you fail to exe-
cute. The shortfall is the sum of these two. The
derivation of this relationship is given in Appendix B.

Execution cost measures all the obvious costs
such as brokerage commissions and transfer taxes.
This follows directly from the way the implementa-
tion shortfall is calculated. Opportunity cost (the cost
of not transacting) simply measures the paper per-
formance of the buys and sells you did not execute.

Execution cost also measures price impact. For
the purposes of this discussion, let us define price
impact to be the difference between the price you
could have transacted at on paper (the average of the
bid and ask at the time of the decision to trade) and
the price you actually transacted at, whether imme-
diately following the decision to trade or later. For
example, if you buy at the ask (or sell at the bid)
prevailing at the time of the decision to trade, your
price impact will be half the bid-ask spread.

Price impact may occur because you have to
move the market temporarily away from its current
price in order to induce someone to supply the li-
quidity you are seeking. From time to time, there may
be negative price impact, because you are able to take
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advantage of someone on the other side who needs
the liquidity more than you do. When the price impact
is purely a liquidity effect, the price of the stock will
usually return to the level it was at before you traded.

Price impact may occur also because the market
suspects you know something. Think of the block
trader who has to find the other side of the trade for
you. If you often show up with ““soiled merchandise,”
he is going to go out of business if he always accom-
modates you at current prices and bags his clients on
your behalf. More likely, he will adjust the price
somewhat. The smarter he thinks you are, the bigger
the adjustment. Once you have traded, the price may
not return to its previous level because the cat is now
out of the bag. In that case, part of the price impact
will be permanent.

Included in the shortfall is something called the
cost of adverse selection.* Typically, some of the trans-
actions that execute on paper but not in the real port-
folio do not execute because you choose not to incur
the price impact; some, particularly limit orders, do
not execute because the market chooses not to execute
them. When you place a limit order to buy, you are
giving the market a free put option, and when you
place a limit order to sell, you are giving the market
a free call option.®

The market will often exercise these options
strategically. If the order executes, it is because you
are offering the best price — your price is better than
“fair value.” Thus, to some extent, your real portfolio
tends to get stuck with stocks you are paying top
dollar for, even though you are executing at your limit
price. You will tend not to own the stocks the market
decides it likes better than your limit price. Mean-
while, your paper portfolio owns both the ones the
market likes and the ones it does not like.

Thus, the shortfall measures the cost of adverse
selection through the opportunity cost represented
by the trades the market chooses not to execute. To
the extent that you later transact at a less advanta-
geous price after your limit order has expired unex-
ecuted, this is still a cost that can be attributed to
adverse selection, but it will show up under execution
cost under the general heading of price impact.

You could not begin to measure opportunity
costs without the paper portfolio. Execution costs, on
the other hand, are regularly measured in practice.
The methods employed are usually different from the
component of the shortfall that we have labeled ex-
ecution cost. In part, this is because of the lack of
access to prices prevailing at the time of the decision
to trade. The methods used in practice can give you
information that is valuable, particularly when you
use them in conjunction with the implementation
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shortfall. Accordingly, Appendix A discusses how
these methods fit within the framework of this paper.

PACE OF TRADING AS THE KEY DETERMINANT
OF EXECUTION AND OPPORTUNITY COSTS

What determines the amount of your execution
costs and opportunity costs? In general, there will be
many factors, including how smart a trader you are
or how well you manage your relationships with the
Street. The chief factor, however, is how quickly you
trade.

If you trade quickly and aggressively, you will
tend to pay a bigger price to transact. It is much harder
to find the other side over the next hour than over
the next week. When you are in a hurry, you also
indicate your need to get in or out, which in turn may
signal valuable information to others. Hence, the
faster you trade, the larger your execution costs will
be. On the other hand, you will have more of your
ideal portfolio in place, and your opportunity costs
consequently will be lower.

If you trade slowly and patiently, your exe-
cution costs will tend to be lower. For example, if you
execute a large order in deliberate piecemeal fashion,
you will not disturb the market very much. Alter-
natively, if you do not break up the order but bide
your time until the other side shows up in size, then
you may even reap a premium to market. Neverthe-
less, although your execution costs will be lower, your
opportunity costs will be higher. For the more slowly
you trade, the more you will be forgoing the fruits of
your research, and the more you will become prone
to adverse selection (which shows up mostly in op-
portunity cost). The longer you are out there, the
more time others have to act strategically against you.

USING THE SHORTFALL
TO FOCUS MANAGEMENT EFFORT

Once you know what the shortfall in perfor-
mance is relative to your ideal paper portfolio, how
might you use this knowledge to focus your man-
agement concerns and effort? Is your time best spent
on improving the investment process? Or should you
pay greater attention to implementation?

The easy case occurs when the shortfall is
small. Implementation is not a significant problem,
and the greatest payoff will be derived from directing
your efforts toward improving the investment pro-
cess.

If the shortfall is large, then implementation is
obviously significant. To say more, you need to sep-
arate how much of the shortfall is due to execution
cost and how much to opportunity cost.® If the bulk
of the shortfall is execution cost, then you are being



hurt chiefly by price impact. Your efforts should go
toward trading less aggressively. To the extent that
this strategy lowers price impact by more than it in-
creases opportunity cost, you will have been suc-
cessful in reducing the shortfall.

If the shortfall is mostly opportunity cost, then
you are being hurt by trading too slowly. You should
focus on speeding up execution. Your shortfall will
be lower to the extent that you can constrain the re-
sulting increase in price impact to be less than the
reduction you achieve in opportunity cost (and ad-
verse selection).

IMPLEMENTATION SHORTFALL
AND ASSET MANAGEMENT CAPACITY

An important problem for asset managers is
how to assess the capacity of their investment oper-
ations. Managers with good performance usually
have little difficulty attracting new business. All too
often, as they grow, their investment performance
deteriorates, even though larger firms have greater
resources that should provide a competitive advan-
tage over smaller firms.

The reasons for a slowdown in performance
are many, including the increased focus of investment
“stars” on business rather than investment matters.
The key reason is that increased size brings increased
inefficiency in implementation. It is harder to execute
an investment decision swiftly when you need to seek
peer approval and persuade committees. It is harder
to execute million-share purchases than 50,000-share
purchases.

Faced with these realities, large firms try to
adapt their investment operations. They offer alter-
native investment products, sometimes managed in
decentralized fashion. At some point they may curtail
asset growth within a particular discipline. If firms
fail to take this step themselves, clients will eventually
take it for them.

How do you know when you have grown too
big? One indicator is the performance of your paper
portfolio relative to that of your real portfolio. If your
paper portfolio continues to do well as assets grow,
but your real portfolio does not, you may be growing
too large. That is, good performance on paper coupled
with a growing implementation shortfall reflects in-
creased inefficiencies in executing investment deci-
sions. These inefficiencies may be due either to
organizational inefficiencies or to increased frictions
arising from trying to execute larger transactions, or
both.”

On the other hand, if your shortfall is not grow-
ing but your performance on paper is deteriorating,
then probably it is not asset growth that is causing

the implementation problem. Rather, your problem
lies with the investment process.

Managing a paper portfolio along with your
real portfolio is the best way to separate the effect on
performance of operational inefficiencies from a
weakening of your investment process.

SUMMARY AND CONCLUSIONS

Impiementing investment decisions can be
costly. The costs arise both in executing decisions (ex-
ecution cost) and in failing to execute decisons (op-
portunity cost). These costs lead to a shortfall in
performance. You can measure the shortfall by man-
aging a paper portfolio that reflects the output of your
investment process, then comparing the performance
of this portfolio with that of your real portfolio. The
amount of the shortfall will depend on the type of
decisions you are trying to implement and how good
you are at implementing them.

Execution costs and opportunity costs are at
opposite ends of a seesaw. Lowering one generally
will increase the other. To reduce the shortfall, you
must lower one by more than you increase the other.

Through ongoing monitoring of the shortfall,
you can assess how much of your research effort is
being diluted in the process of implementation. You
can also separate research-related problems from im-
plementation-related problems, with implications on
how to best focus your management concerns and
efforts. These distinctions are particularly important
to large managers who have to cope with greater or-
ganizational complexity as well as the increased fric-
tions that flow from transacting in large amounts.

APPENDIX A: A COMPARISON OF APPROACHES TO
MEASURING EXECUTION COSTS

Most services that measure execution costs do so with
the use of transaction data. They compare the prices at
which you transacted to various measures of ““fair value.”
One measure of fair value is tonight’s closing price. Another
might be tomorrow night’s closing price, or next week’s
closing price, or some price prevailing after you have fin-
ished trading in the stock. Yet another measure of fair value
may be the average of the high and the low for the day, or
some (weighted) average of all prices at which market par-
ticipants transacted during the day, and so on. These mea-
sures of fair value usually are adjusted to reflect overall
market moves, industry moves, and other kinds of moves.
In the end, if on average you buy at prices higher than “fair
value,” and sell at prices lower than “fair value,” you will
record positive execution costs.

Just how execution costs should be measured is a con-
troversial subject. The debate usually concerns at least the
following:

1. Should fair value be based on prices that existed prior to
any market disturbance caused by you? Or should it be
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based on prices that fully reflect whatever impact your
trading may have had? Or, might it suffice to use prices
prevailing while you were still in the market?

2. If traders know they are being measured under a particular
method, can they game the system so as to look good under
that method?

3. What are you not measuring when you restrict yourself to
using only transaction data?

The discussion can be made most concrete by consid-
ering the commonly used “after trade’ execution cost mea-
sure (see Beebower and Priest, 1980, and Beebower and
Surz, 1980). This measure of execution cost is the difference
between the price at which you actually transact and some
price prevailing after you have finished transacting. Also
add in the easy-to-measure costs of transacting such as com-
missions.

Now compare this after-trade measure with the exe-
cution cost we discussed earlier. Ours is a “before trade”
measure, as the paper portfolio involves comparing the ac-
tual transaction price to the paper price, that is, the price
prevailing at the time of the decision to trade.®

First, and most important, execution costs are calcu-
lated only with actual transaction data, so neither the be-
fore-trade nor the after-trade measure tells us anything
about the opportunity cost of not transacting.

Second, the after-trade execution cost measures only
temporary price impacts, because it is measuring how much
the price rebounds after you transact. To the extent that
your attempts to transact signal the value of your research
to the market, and thereby adjust prices permanently (be-
fore you can put your position in place), this will not be
measured by an after-trade execution cost measure. The
extreme case is that of the smart manager whom the block
traders have come to know well. Whenever she tries to
trade, they move the price against her — permanently —
to reflect the full value of her research. Her research effort
is thus completely wasted. This manager will measure a
zero execution cost after the fact because she trades at fair
prices. Fair, that is, taking into account her research. Of
course, she will register a big before-trade execution cost,
because she can trade on paper without communicating
with others.

Third, the after-trade execution cost does measure the
cost of adverse selection. To the extent the market chooses
to transact with you because yours is the best price given
what it knows about where the stock is going, then you are
transacting at “‘unfair’” prices. This is by definition an after-
trade execution cost.

The before-trade execution cost does not measure the
full cost of adverse selection, because you find out only
after the fact whether you were selected against or not. As
we discussed in the body of the article, the before-trade
execution cost measures only that portion of adverse selec-
tion cost that shows up when, having failed to get your
preferred price, you “’chase the market” to execute anyway.
The balance of the adverse selection cost is captured in the
implementation shortfall through the opportunity cost.

The way in which the implementation shortfall mea-
sures adverse selection cost is the mirror image of the way
in which the after-trade execution cost measures adverse
selection. The latter does so by looking at the trades the
market chooses to execute, while the former does so by
looking at the trades the market chooses not to execute.
Statistically, and over many transactions, the differences
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between these two approaches to measuring adverse se-
lection will be small.

Fourth, if we ask whether execution cost measures can
be gamed against, the answer surely is yes for all of them.
All you need to do is execute nothing but the obviously
“‘easy” trades. Then your execution cost will be negligible,
no matter how it is measured. Short of executing only the
easy trades, however, the ‘after-trade execution cost basi-
cally cannot be gamed even though the before-trade exe-
cution cost can. If you know you are being measured on a
before-trade basis, you simply wait a while. Then you buy
the stocks on your order list whose prices have fallen (since
receipt of the order), and sell the stocks whose prices have
risen. You dismiss the other orders as being “too expensive”
to execute.

If you are being measured by the implementation short-
fall, on the other hand, there is no way to game it. By
definition, your yardstick of performance is the paper port-
folio — one that reflects perfect implementation. If you try
to get an artificially low execution cost by executing only
the “easy” trades, you will measure a high shortfall because
of the opportunity cost. If you minimize your opportunity
cost by trading aggressively, you may still measure a high
shortfall because of a large execution cost. The only way to
obtain a low implementation shortfall is to have both a low
execution cost and a low opportunity cost.’

Taken all together, we can say that the implementation
shortfall, made up of the opportunity cost plus the before-
trade execution cost, measures what after-trade execution
costs measure plus two things: the opportunity cost in-
curred when you choose not to transact, and the cost that
arises when your attempt to trade signals valuable infor-
mation to the market. For most managers, the opportunity
cost will represent the great bulk of the difference.

Sources: The Value Line Investment Survey and Barron’s.

These numbers should be interpreted with some caution.
The Value Line Fund on occasion has had fairly substantial
holdings in debt securities. And mutual funds generally
maintain cash balances to facilitate transactions. This causes
a drag on performance in up markets. Value Line’s fund
managers also have had to compete for trades with sub-
scribers to the Value Line Investment Survey. These likely
explain at least part of the shortfall in performance. If the
need to hold cash balances and competition for trades are
sources of performance drag, however, they represent some
of the very problems of implementation that concern us
here.

See Cuneo and Wagner (1975) and Treynor (1981) for dis-
cussions of implementation strategy.

Treynor (1981) theorizes that nearly all of the shortfall is
due to adverse selection.

For a further discussion, see Copeland and Galai (1983).
You can do this using the formulas given in Appendix B.

In certain circumstances, transactions in the real portfolio
may subsidize the performance of the paper portfolio, and
so may overstate the “true” amount of the shortfall. For
example, you can look good on paper merely by selling
immediately after having forced prices up with a large real
buy order. This is something you can and should monitor,
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and, if necessary, you should make allowance for it when
interpreting the performance of the paper portfolio.

It is harder to be as explicit about just what you are mea-
suring when the calculation of fair value is based on prices
prevailing during the period of trading (e.g., the average
of the high and low of the day, or the volume-weighted
price as described in Berkowitz and Logue, 1986). Absent
gaming considerations, these methods should be roughly
equivalent to averaging the before-trade and after-trade
measures.

As footnote 7 notes, playing games with the paper portfolio
can make it possible to overstate the shortfall but not to
understate it artificially.

APPENDIX B: DERIVATION OF THE BREAKDOWN
OF IMPLEMENTATION SHORTFALL

This appendix shows formally how the shortfall breaks
down into its execution cost and opportunity cost compo-
nents. The breakdown is helpful if you wish to calculate
the components separately.

We will measure the shortfall over periods of no trading
in the paper portfolio. For example, if changes are made in
the paper portfolio on a weekly basis, then we will measure
the shortfall weekly. The length of the measurement period
is unimportant. It need not be regular. The only require-
ment is that the period lie between transactions in the paper
portfolio.

At the beginning of a measurement period, the paper
portfolio will be assumed to have the same value of assets
as the real portfolio. At the end of the period, they will
differ in value by the shortfall.

Trading in the real portfolio can occur at any time,

Suppose there are N securities in total, and that one of
these is a cash account.

Let n, denote the number of shares of security i in the
paper portfolio (held throughout the measurement period).

Let m} be the number of shares of security i held in the
real portfolio at the beginning of the period, and m; the
number of shares held at the end of the period. m{ will
differ from m by the net shares traded in security i during
the period.

Denote by j = 1, . . ., K the times (during the period)
at which trades occur in the real portfolio. Denote by t; the
number of shares you trade of security i at time j. t; is
positive if you are buying and negative if you are selling.
If you do not trade in security i at time j, then t, is zero.
The end-of-period shareholding in security i is given by

mi = mt + Zt;,

where the summation is overj = 1 to K.

Denote by p; the prices at which transactions take
place. The p; are assumed net of incremental costs such as
commissions and transfer taxes.

Let the paper price of security i at the beginning of the
period be p¥, and at the end of the period be pi.

For simplicity, we will assume there are no net cash
flows into or out of the real portfolio. Hence, all transactions
in the real portfolio are financed with proceeds of other
transactions. That is, at each time j, Zt,p, is zero when

summed over i = 1 to N. We can do this because one of
the securities is a cash account.

Let the value of the paper and real portfolios at the
beginning of the period be V,:

V, = Znpb = Tmiph.

Let the end-of-period values of the real and paper portfolios
be V. and V,, respectively:

V, = Enpf, and V, = Emip..

The performance of the paper portfoliois V, — V,, and
the performance of the real portfolio is V, — V,. The im-
plementation shortfall is the difference between the two.

The performance of the real portfolio can be expanded
as

S(mipt — miph),
which may be rewritten as
Emi(pf — p) — Tpi(mi - m).
In turn, this can be shown to be equal to
Imi(p; - pY) — Z2(p; — Pt
The performance of the paper portfolio can be expanded as
Zn{p, — P).

Subtracting real performance from paper performance gives
the desired result:

fl

Implementation Shortfall = Z(p, —

Pt + Z(p} — Pin, — m)

Execution cost + Opportunity cost.

il

This can be interpreted as follows: The term (p, — p")
is the cost of transacting at p, instead of at p}. t; is the
number of shares with respect to which you incur this cost.
The product of the two, summed over j, is the before-trade
execution cost incurred in achieving a position of mt shares
in security i. The term (p} — p}) is the paper return on
security i over the period. The term (n; ~ m¢) is the position
in security i that remains unexecuted by the end of the
period. The product of the two is the opportunity cost of
the unexecuted position in security 1.
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Continuously
rebalanced investment
strategies

“The long run may be long indeed.”

Mark Rubinstein

ow long must an investor be prepared to
wait before the probability becomes high that an all-
stock portfolio will outperform an all-bond portfolio?

Following an article by Leibowitz and Krasker
[1988], which gives only numerical results, this article
provides the elegant mathematical arguments behind
them, along with further numerical evidence includ-
ing results on continuously rebalanced stock-bond
portfolios. It provides in addition a simple proof of
the well-known capital-growth theorem, which says
that the probability that the logarithmic utility strate-
gy will outperform any other continuously rebal-
anced strategy approaches 1 as time approaches infin-
ity. Logarithmic utility strategies are important in
financial economics because they can help in deciding
how much of a portfolio to allocate between safe and
risky assets.

The article also offers new evidence that, while
the capital-growth theorem is true, to be 95% sure of
beating an all-cash strategy will require 208 years; to
be 95% sure of beating an all-stock strategy will
require 4700 years — much, much longer than one
might have guessed from reading the literature on
this subject.

STOCKS VERSUS BONDS

Under the conditions envisioned by Leibowitz

and Krasker, it is possible to derive a simple expres--

sion for the probability that a stock portfolio will out-
perform a bond portfolio that investors may find use-
ful. Here is the theorem:

Assume that all available assets collec-
tively follow a stationary random walk
in continuous time.! Let X and Y be the
values after elapsed time t >0 from fol-
lowing two strategies (with equal initial
total investment), each being the result
of continuously rebalancing a portfolio
to maintain constant proportions in the
available assets. Then:

prob(X > Y) = N{l(uy - py) V't1/[0,2 - 2poyoy + 0%] 72}
1

where X and Y are jointly lognormally distributed
with

ot = E(n X), Pyt = E(nY),

oxVt = stdlnX), o,Vt = std(nY),

p = correlation(In X, InY), and

N() is the standard normal distribution func-
tion.?

Notice that we can also write the result as:

prob(X > Y) = N(a v/1), where a =
(x - py)/[0,2 - 2p0,0, + 02172 Q)

As the horizon lengthens, other things equal, a
remains unchanged, and this probability increases as
a function of \/t. Note also that the sign of a\/t is the
same as the sign of p, - Hy-

MARK RUBINSTEIN is Professor of Finance at the University of California at Berkeley (94720).
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Leibowitz and Krasker compare an all-stock
portfolio ( X ) with an all-bond portfolio ( Y ). They

assume that p, - uy, = 0.025, o, = 0.18, 0, = 0.10, and p.

= 0.4.23 In that case, a = 0.148, and we can derive the
following:

t (years) prob(X >Y)
10 0.681
20 0.747
30 0.792
40 0.826
50 0.853
123 0.950

That is, after twenty years, the probability that
the stock portfolio will outperform the bond portfolio
is about 75%. Or, phrased another way, the probabili-
ty that the stock portfolio will underperform the bond
portfolio is about 25%. It will take 123 years to reduce
this probability of underperformance to less than 5%.
This table would be little changed if the bond portfo-
lio were riskless (o, = 0), because then a = 0.137.

In this first application of our theorem, the
portfolios are trivially rebalanced between stocks and
bonds because they are continuously 100% invested
in one or the other. Let us now consider a wider class
of strategies where portfolios are rebalanced continu-
ously to a constant proportion, possibly intermediate
between 0% and 100%.

To take a simple example, suppose we restrict
ourselves to portfolios X and Y, each involving con-
tinuous rebalancing between two assets. In particular,
suppose that p. (o?) is the expectation (variance) of the
natural logarithm of 1 plus the rate of return of the
risky asset, and r is 1 plus the riskless rate of return.
Let a = 0 (B = 0) be the proportion of the total invest-
ment in the risky asset for strategy X (Y). It can be
shown that:

prob(X >Y) =
N{(vVt/)[w - (n1) + Y20%(1 - a- B)Isgn(a - B)}  (3)

That is, given the market parameters (u, o, 1)
and the target proportions (a, B) of two portfolio
strategies, this formula can be used to show how the
probability that strategy X will outperform strategy Y
depends on the length of time these strategies are
pursued.*

Considering Y as a benchmark strategy, one
case is of particular interest: the benchmark of all cash
(B = 0). Ask now, for various target proportions a,
how long it will take to have a probability of at least
0.95 of outperforming the all-cash benchmark. Con-
tinuing to use the Leibowitz-Krasker estimates (p - In
r=0.025 and o = 0.18):

a (years)
0.5 80.8
1.0 142.1
15 313.0

LOGARITHMIC UTILITY STRATEGY

Suppose we want to choose a strategy that has
a probability greater than one-half of beating any oth-
er (continuously rebalanced) strategy we might set
against it. The best such strategy can easily be
inferred from our original expression for prob(X > Y).
By this criterion, if strategy X is to beat strategy Y,
then the argument of N must be positive. In turn, the
argument will be positive if and only if p, > p,, which
implies that the best strategy by our criterion is the
one that maximizes p,. This is none other than the
strategy that maximizes the expected logarithmic
return (logarithmic utility).

To use the logarithmic utility strategy as a
benchmark, we would choose B to maximize By A lit-
tle calculus shows this to be:>

B*=Y+ (u-Inr)/0?

Staying with the Leibowitz-Krasker estimates
(i - Inr = 0.025, and o = 0.18), the logarithmic utility
investor would choose B* = 1.267. With this bench-
mark, substituting B* for B in Equation (3) for prob(X
>Y):

prob(X>Y) = N{-Y20/T I B* - a |}
Now, after five years, what is the probability

that an alternative rebalancing strategy (X) will out-
perform the logarithmic strategy (Y)?

a prob(X >Y)
0 0.399
0.5 0.439
1.0 0.479
1.5 0.481
2.0 0.441
25 0.402

This analysis suggests that, the longer we wait,
the better the logarithmic strategy will do. Indeed, we
have now arrived quite easily at a key well-known
result of financial economics:

As t > x, the probability that the loga-

rithmic utility strategy will outperform

any other continuously rebalanced strat-

egy goes to 1.

To see this, if X is the result of maximizing the expect-
ed logarithmic return, and Y is the result of any other
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different strategy, then a > 0. As t - %, then a\/t — o;
so that prob(X >Y) =N@vt) - 1.

This result about logarithmic utility can be
useful. Many gambling and market situations involve
an opportunity to make repeated bets at similar
favorable odds, where the bettor successively rein-
vests the original capital and accumulated profits at
each stage. Frequently, the bettor’s problem is to
determine what fraction of the accumulated capital to
commit to the bet at each stage and what fraction to
hold in reserve.

A bettor who bets too much at each stage
might lose all the capital by a short series of adverse
outcomes. One betting too little may be likely to end
up ahead, but capital would accumulate slowly. An
attractive intermediate strategy would minimize the
chance of bankruptcy while at the same time causing
capital to grow as rapidly as possible.

The logarithmic utility strategy has this proper-
ty. As we have shown above, this strategy at any one
stage will probably outperform any other strategy set
against it. Therefore, it is hardly surprising, as we
have also shown, that over time after many stages,
this short-run advantage amasses in the long run to a
near certainty of outperforming any other strategy. It
can also be shown that a bettor following the logarith-
mic strategy never risks ruin.

As a final property, it can be shown that the
expected time E(t) to reach any prespecified target
return, a, greater than the interest rate, is (In a)/ 1. As
the logarithmic utility strategy maximizes u,, it per-
force minimizes the expected time to reach the target.
For example, under our empirical assumptions, for
the logarithmic utility strategy with a = 1.267, the
expected time to double your money is E(t) = (In
2)/0.1072 = 6.47 years.

HOW GOOD IS THE STRATEGY?

So how long will it take for the logarithmic
utility strategy to have at least a 0.95 probability of
outperforming alternative strategies?

« t (years)
0 208
0.5 569
1.0 4700
15 6136
20 621
25 220

Although the logarithmic utility strategy will
almost surely in the long run outperform any other
different strategy set against it, the long run may be
long indeed. To be even 95% sure of beating an all-
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cash strategy, an investor must be prepared to wait
208 years (about the time since George Washington
was president). To be at least 95% sure of beating an
all-stock strategy will take 4700 years (about the time
from the unification of Lower and Upper Egypt to the
present).

We should not become too enamored of the
logarithmic utility strategy. In particular, we might be
tempted to think that relative to a fixed-return bench-
mark, the logarithmic strategy has a higher probabili-
ty of outperforming that benchmark than any other
strategy. This would be a serious mistake.

So let us ask: After a prespecified horizon, how
does the logarithmic utility strategy perform relative
to other strategies in beating a low or high fixed-
return benchmark? To answer this question, stan-
dardize the initial investment to $1, and let Y (now a
constant) be the level of the fixed return. The problem
is to calculate:

prob(X>Y) =
Ni{l(ap + (1-e)In r + Y2a(l-0)adt - (In Y)1/[ac\/t]}

Here we will need to specify both p. and In r
separately to make the calculation. Again following
Leibowitz and Krasker, set u = 0.106 and In r = 0.081.
Say our horizon is t = 5 years. To get a feel for how we
might expect to do, if we used an all-cash strategy, the
value of our portfolio at the horizon would be 1.09° =
1.54.

Let us look at fixed targets Y that are about
one-half and five times this amount:

o prob(X > 0.5) prob(X > 5)
0 1.000 0.000
0.5 1.000 0.000
1.0 0.999 0.004
1.267 0.992 0.018
1.5 0.979 0.037
20 0.930 0.083
25 0.864 0.117

Logarithmic utility strategy is underlined.

This shows that the criterion of choosing a
strategy that is likely to beat any other strategy set
against it is not the same as choosing the strategy
with the highest probability of beating a particular
prespecified benchmark.

For example, suppose the benchmark strategy
were a fixed return equal to 0.5 after five years. The
all-stock strategy (a=1) has a higher probability of
outperforming this benchmark than the logarithmic
strategy. This illustrates a general proposition about
strategies. Say we compare three strategies X, Y, and



Z (think of X as the logarithmic strategy, Y as the all-
stock strategy, and Z as the fixed-return benchmark):

If prob(X >Y) > Y, it does not follow that prob(X > Z)
> prob(Y > Z).

Thus, there is a kind of intransitivity in an
investment criterion that relies solely on the probabili-
ty of outperforming alternative strategies, as Samuel-
son [1963] contends in a similar argument.

'We also need the technical assumption that the return vari-
ances of the individual assets and their paired return
covariances are finite numbers.

2Here is a quick proof. Prob(X > Y) = probn X >In Y) =
prob(In X -In Y > 0). It is well known that, under the condi-
tions stated, a continuously rebalanced portfolio will be
lognormally distributed over any finite time interval. Thus
X and Y are jointly lognormally distributed. Therefore, In X
and In Y are jointly normally distributed, and their differ-
ence is also normally distributed. The probability that the
normally distributed random variable z = In X - In Y is
greater than 0 is N(i/0), where (i, o) are the mean and
standard deviation of z. Therefore, prob(X > Y) = N(u/0).
The result follows because p = pyt - pyt and o2 = 0,2t - 2po,

Vitoy Vit ot

3This logarithmic differential is derived from assumed
expected arithmetic annual returns of 0.13 and 0.09 for X
and Y using the formulas:

py=(n113)-Y2 X 0.18 and p,=(In1.09 -2 x 0.10%.
To see this, suppose that one asset is risky with return r
and the other is riskless with return r. It follows from Cox
and Leland [1981] that:

Inr,=alnr + (1-a)nr + Yoo (1 - a)o?

Inry=BInr + (1-Binr + 2p(1 - B)o?

where o (= std(In 1y)) is the (logarithmic) volatility of the
risky asset, and p (= E(In 1y)) is the expected (logarithmic)
return of the risky asset. Taking expectations, we have:

Py = ap + (1-a)Inr + Y2a(l - a)o?, oy = ao,

Py = Bu +(1-Pinr+ 2B - Bo?, oy = Bo,
and p = 1. Substituting these expressions into our earlier
result for prob(X > Y) leads to the result in the text.

In a more general case, where rebalancing takes
place with two risky assets and one riskless asset:

Inry=ajlnr+aplnr,+ (1-a-o)inr+
[Y204(1 - a1)04? - 0q02p07105 + Y205(1 - o),

where (ry, ;) are the two risky asset returns, (o, o;) are the
two risky asset volatilities, and (a;, o) are the target pro-
portions invested in the two risky assets.

5This solution requires that the expected rate of return of the
risky asset be greater than the interest rate.
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PART THREE
Porttolio Strategy

though portfolio strategies for active
management abound, the basic principles of modern
portfolio theory have formed the foundation for most
strategies developed since the early 1970s. Diver-
sification—the search for low covariance—is a central
theme. The linkage between risk and expected return
is a dominant consideration, the variety in strategies
having sprung primarily from the many differing ap-
proaches to measuring risk—especially the role of
volatility in the process—and to improving return
forecasts. All of this takes place in a setting that pays
appropriate respect to the efficiency of the market:
nothing is easy even when it looks easy, high-quality

information is critical, interpretations of the informa-
tion are not always obvious, transaction costs matter,
and the discipline of quantitative methods is essential.

The eight papers in this section are not a col-
lection of get-rich-quick applications of modern port-
folio theory (we are unaware of any such thing!).
They appear here because they represent important
and original demonstrations of how theory and prac-
tice intertwine: all eight have a clearly hands-on char-
acter, but it is inconceivable that any of them could
have been written before the introduction of modern
portfolio theory into the daily practice of portfolio
management.






A new route to higher
returns and lower risks

Securities of foreign companies tend to offer higher average returns
than ours — but international diversification simultaneously lowers

volatility of returns

Gary L. Bergstrom

n recent years, a number of scholarly articles
and research papers have emphasized the theoretical
possibilities for reducing portfolio risk and/or increas-
ing the return on common stock portfolios by diver-
sifying holdings internationally. The empirical
analyses in several of these studies suggest that the
potential benefits are substantial — perhaps a 20 to
40% reduction in portfolio variability or risk without
sacrificing return, or commensurately enhanced
performance without increased portfolio volatility. Al-
though both the conceptual and numerical arguments
advanced in favor of international diversification ap-
pear articulate and persuasive, thus far the U.S. in-
vestment community has reacted with a great collec-
tive yawn. The level of disinterest in foreign securities
is evidenced by the less than 2% of equity portfolios
currently invested outside of North America by U.S.
institutional investors. Apparently there is little pres-
ent inclination to increase this exposure. Yet in a
capitalization-weighted world stock market index,
non-North American issues would currently account
for as much as 40% of total value.

This paper has three primary goals. First, it re-
views some of the more important theoretical and em-
pirical research findings regarding the benefits of in-
ternational portfolio diversification. Second, it de-
scribes some of the pragmatic operational considera-
tions facing the U.S. institutional investor who wishes
to diversify his equity holdings internationally. Third,
it shows the actual investment results attained by cer-
tain internationally diversified portfolios over the past
four years.

THE THEORY OF DIVERSIFICATION

To appreciate fully the arguments advanced in
favor of international portfolio diversification, it is use-
ful to have some knowledge of modern portfolio

theory. Those readers familiar with Professor Mar-
kowitz’ seminal contribution need little further intro-
duction to this subject. For others, it is useful to start
with a brief theoretical overview of the effects of com-
bining investments in two stock markets into an inter-
national portfolio. Two key relationships describe the
return and the variability of return or “risk” of an in-
ternational portfolio:

1. The expected return on a two-market international
portfolio (assuming for the moment we own the
index in each country) is simply the expected return
in each market weighted by the fraction invested in
that market.

2. The variability of returns for this international port-
folio is slightly more complex since it depends both
upon the variability of each of the two markets held
and the degree of co-movement or correlation be-
tween them. If S, and S, are the measures of respec-
tive market variability (i.e., their standard devia-
tions) and r is the correlation coefficient between
the two markets (an r of +1.0 means the markets
move together in perfectly synchronized fashion,
while —1.0 means they always move in exactly
contra-cyclical fashion), it can be shown that the
total variance of an international portfolio, when X,
and X, are the fractions invested in markets one and
two respectively, equals:

X125 + XSy + 2X,X,5,5,1!

Taking the square root of this expression yields the
standard deviation of portfolio return.

TWO EXAMPLES

Our domestic stock market as measured by the

1 See Lorie and Hamilton, “The Stock Market Theories and
Evidence,” p. 179 for a derivation of this formula.
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S & P 500 Index during the post World War II period
can be roughly approximated in risk-return terms as
follows:

Return = 10% per annum

Variability of Return = 16% per year
(standard deviation)

By holding a U.S. “index” fund over this period, an
investor could have achieved investment results quite
close to these two numbers. A simple alternative
strategy, however, would be to invest half of one’s
portfolio in a foreign stock market, while keeping the
other half in our domestic market. (As subsequently
will be seen, most foreign equity markets have actually
experienced superior investment performance versus
the U.S. market in recent years.) Nevertheless, pre-
sume for the moment that a foreign market is available
with exactly the same risk-return characteristics as the
U.S. market. Let us also assume that this foreign
equity market has a zero correlation with the U.S.
stock market, implying on average no association be-
tween price moves in the U.S. market and the foreign
market. As both markets are assumed to have the
same return, this two-market international portfolio
would earn the same 10% per annum return as a port-
folio totally invested in the U.S. market.

Its variability of return, however, would be quite
different. Using the formula previously developed,
the standard deviation of return for the international
portfolio can be calculated to be 11.3% per year versus
16% per year for the 100% domestic portfolio.2 There-
fore, in this example, one achieves almost a 30% re-
duction in variability of returns without any sacrifice
in expected portfolio performance! Or, conversely, of
course, one could achieve higher long-term returns
with the same risk as owning the U.S. market through
a more aggressive investment posture in each market
or through borrowing to purchase securities.

SOME NUMERICAL FINDINGS

Thus far, we have talked only in hypothetical
terms about returns, variability of returns, and correla-
tions between stock markets. What does the empirical
evidence show?

Let’s look first at correlation coefficients. A
priori, it would seem reasonable to expect the equity
markets of countries whose economies and business
cycles are closely interrelated because of geography,
well-developed financial linkages, and extensive trade
relationships to show relatively high correlations. This
surmise, in fact, appears to be a reasonably accurate
first order description of international stock market re-
lationships.
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In 1968, the American Economic Review published
the first quantitative paper on “Internationally
Diversified Portfolios” by Herbert Grubel. He calcu-
lated rates of return and standard deviations of return
for many world equity markets as well as the correla-
tions between them. Using monthly data from 1959
through 1966, Grubel estimated the correlation
coefficients between the U.S. and other major stock
markets (see Table I). The Canadian and U.S. markets

TABLE 1
CORRELATIONS VERSUS U.S. MARKET

Grubel Solnik Lessard
(Published: 1968)  (Published: 1973)  (Published: 1975)

Stock Market  (Data: 1959-1966) (Data: 3/66-4/71) (Data: 1/59-10/73)
Australia .06 — .23
Austria — — 12
Belgium 11 47 .46
Canada .70 — .80
Denmark — — .04
France .19 .06 .25
Germany .30 22 .38
Italy 15 .07 .21
Japan 11 .19 a3
Netherlands 21 .51 .61
Norway — — 17
S. African Gold

Mines .16 — —
Spain — — .04
Sweden — .29 .33
Switzerland — 44 .49
United Kingdom .24 .20 .29

had the closest relationship from 1959 through 1966
with a correlation coefficient of +.7, indicating that on
average one could have explained about half of the
price change in Toronto only by knowing what hap-
pened to quotations in New York during the same
month.3 Most of the major European markets and
Japan fall in the range of +.1 to +.3, indicating that
less than 10% of the price change in these markets was
related to changes in the U.S. market during the same
month,

In 1973, Bruno Solnik at Stanford University
also computed similar estimates of the correlations be-
tween many of these same stock markets using
monthly data for the period March, 1966 through
April, 1971. Solnik’s results are found in the second
column of Table I. One of the most comprehensive and

So = VXS + X252 + 2X,X,5,Sr
and, therefore, in this example
So = V(.52(16) + (.57(16) + (.5)(.5)(16)(16)(0)
and since the third term equals zero, S, =11.3% per year

The correlation coefficient squared (the R-squared) is a
statistical measure of the degree to which one variable “ex-
plains”” another. In this case, (.7)(.7) equals 49%.




recent estimations of the correlation structure between
world stock markets is found in a paper by Professor
Donald Lessard of the Sloan School of Management at
M.I.T. He used monthly market indices computed by
Capital International Perspective, Geneva, Switzer-
land, as his primary source of stock market data.

While these three sets of correlation numbers
are not in perfect agreement, they certainly suggest a
considerable degree of stability in inter-market rela-
tionships over time, especially after allowing for the
use of different market indices and time periods by
each of these three authors.

What empirical evidence exists on the variabil-
ity of returns in various world stock markets? Profes-
sor Solnik also calculated the standard deviation of re-
turn for a number of world stock markets during the
period 1967-1971. As his results in Table II indicate,
most foreign stock markets with the exception of Bel-
gium were more volatile than the U.S. over this
period.

TABLE II

Ratio of Standard Deviation of Return to
Standard Deviation of NYSE Composite Index
Solnik

Country March 1967-April 1971
Belgium .67
France 1.29
Germany 1.06
Italy 1.03
Japan .98
Netherlands 1.00
Sweden 1.14
Switzerland 117
United Kingdom 1.37

Surprisingly, there is a paucity of performance
information on foreign equity markets. To my knowl-
edge, little total returns data for foreign equity markets
have been published by either academics or prac-
titioners. To fill this void, we have collected an exten-
sive data file enabling us to estimate long-term histori-
cal rates of return on twenty major world stock mar-
kets. Investment results for these twenty markets
have been computed using Capital International indi-
ces in most cases. Estimated dividends have been
reinvested in each market index, and all results have
been currency adjusted to U.S. dollar terms. These
numbers are quite startling. As can be seen from Table
III, on a total return basis, the U.S. market ranked
number seventeen out of twenty markets over the 6%2
year period from 1968 through the first half of 1975.
Only three bourses declined over this period, Italy, the
U.K., and Australia. The NYSE Index showed a nomi-
nal rise of 5%, while most other world markets

TABLE III
Stock Market Returns

Estimated
6%z Year Total Return  Compounded
to June 30, 1975 Total Returns
Stock Market (in U.S. dollars) (Percent per Year)
Italy - 30% — 5.3%
Australia - 14% - 2.3%
United Kingdom ~ 13% - 22%
U.S. (NYSE Composite Index) + 5% + 7%
Netherlands + 23% + 3.3%
Canada + 30% + 4.1%
France + 53% + 6.7%
Switzerland + 63% + 7.8%
Sweden + 81% + 9.6%
Germany + 83% + 9.7%
Singapore (a) +106% +11.8%
Belgium +115% +12.5%
Denmark +123% +13.1%
Austria +162% +15.9%
Spain +168% + 16.4%
Norway +222% +19.6%
Japan +225% +19.8%
South Africa (Gold Shares) +261% +21.8%
Hong Kong (c) + 310% +24.1%
Brazil (b) + 740% +38.5%

With certain noted exceptions, index data is from Capital Inter-

national Perspective, Geneva, Switzerland. All returns are after re-

investment of estimated dividends and are currency adjusted to

U.S. dollar terms.

(a) Straits Times Industrial Index — Base 1966 = 100

(b) Source: The Rate of Return to Investors in Brazilian Shares,
1955-1971, Walter L. Ness, Jr., New York University
IVB Index is a total value index.

(c) Hang Seng Index — Base 1964 = 100

achieved significant gains. Brazil, Hong Kong, South
African Golds, and Japan were the strongest per-
formers, each being up well over 200% during these
years.

We also computed total return results for the
1672 year period from the end of 1958, when the Capi-
tal International data become available, through the
first six months of 1975 (Table IV). Market index data
for the Hong Kong and Singapore exchanges are not
available before 1964 and 1966, respectively, thereby
restricting their computations to these shorter inter-
vals. Once again we see performance of the NYSE
Index lagging sixteen of twenty foreign exchanges.
Only Italy and France evidenced distinctly inferior
performance versus the U.S. market, while markets
such as Japan, Spain, and Brazil rose dramatically.

MORE RAPID GROWTH ABROAD?

Is this long-term pattern of more rapid growth
in foreign stock markets likely to persist into the fu-
ture? Those who believe that corporate earnings
growth is the prime determinant of long-term stock
market growth should first note that the rate of real
economic growth in many foreign countries is likely to
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continue to be considerably higher than that in the
United States.

TABLE IV
Stock Market Returns

Estimated

16% Year Total Return  Compounded
to June 30, 1975 Total Return
Stock Market (in U.S. dollars) (Percent per Year)
Italy + 36% + 1.9%
France + 175% + 6.3%
Canada + 190% + 6.7%
U.S. (NYSE Composite) + 194% + 6.8%
United Kingdom + 211% + 7.1%
Netherlands + 239% + 7.7%
Australia + 240% + 7.7%
Belgium + 306% + 8.9%
Denmark + 349% + 9.5%
Switzerland + 482% +11.3%
Germany + 490% +11.4%
Sweden + 504% +11.5%
Norway + 566% +12.2%
Spain + 598% +12.5%
Austria + 625% +12.7%
Japan + 884% +14.9%
Hong Kong (c)

(10 yrs. 11 mos. only) + 354% +14.9%
Singapore (a) (9 yrs. only) + 249% +14.9%
South Africa (Gold Shares) + 1003% +15.6%
Brazil (b) + 2565% +22.0%

Of course the reasons why some countries
achieve more rapid economic growth than others are
complex. Population attributes, including cultural and
social goals, the availability of specific entrepreneurial,
managerial, and technical skills and the general level
of motivation toward economic achievement among
the populace are obviously important factors.
Sufficient investment capital, incentives for capital
formation, and a stable government which actively
encourages economic development through tax struc-
ture and other policy mechanisms are significant pre-
requisites for rapid growth. However, the availability
of natural resources and energy has probably not been
as critical to the process as once was assumed (al-
though it may be more critical in the future). The ex-
traordinary postwar growth of the Japanese economy
is an excellent example of what may be accomplished
with relatively limited domestic natural resources.

Those countries that have achieved extremely
rapid stock market growth over the past 162 years
such as Japan, Spain, and Brazil have, not surpris-
ingly, experienced extremely high rates of real GNP
growth over the same period. For the decade 1960 to
1970, Brazil's real GNP grew at 6.0% per annum,
Spain’s at 7.5%, and Japan’s at 11.0%. Among other
major industrialized countries, France’s GNP grew at
5.8% per annum, and Germany and Canada both
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achieved a 4.9% growth rate. In contrast, real GNP in
the United States increased by only 4.0% per year over
this decade, and, according to an OECD study, we
ranked number eighteen out of twenty developed
economies.

Another perspective on foreign growth rates is
provided by an examination of the foreign component
of the earnings of U.S. corporations. Although there is
a lack of complete data, most analysts would agree
that foreign earnings of U.S. multi-national corpora-
tions have grown significantly faster than domestic
earnings in recent years. For example, in the last ten
years, IBM’s net income grew 10.8% per annum
domestically and 23.2% per annum abroad. Looking
at the drug industry as another case, over the past five
years, Upjohn’s domestic earnings grew 15% per
annum while foreign earnings increased over 18%.
Merck’s foreign earnings growth of over 22% was
more than double its domestic growth rate; Eli Lilly’s
domestic earnings grew about 10% per annum while
the foreign component increased in excess of 30%.

PRACTICAL CONSIDERATIONS

While the theoretical framework just offered
looks highly encouraging, there are a host of prag-
matic problems that must be resolved before a typical
institution can implement an international investment
program. Many of these issues have already been ad-
dressed elsewhere; for example, in an excellent recent
article in this Journal by Roger Cass. Therefore, the ob-
jective here is only to provide an overview of a few of
the most crucial considerations.

Perhaps the first question typically raised by
U.S. investment professionals concerns the lack of de-
tailed information and analysis on foreign companies.
It can be a serious if not fatal handicap to U.S. in-
vestors who are oriented towards traditional ““infor-
mation based” stock trading. Unfortunately, it is not
easy even for the large U.S. institutional investor to
obtain access to timely, high quality research on some
foreign securities.

It is also intriguing to note that thus far there
have been only a few systematic studies of what
economists and random walkers call the “efficiency”
of foreign stock markets. The very limited evidence
available seems to indicate that the Tokyo and London
exchanges are close to ours in efficiency while the
French and German markets harbor inefficiencies
which are of significant practical importance after
transactions costs. All of this suggests that there is a
strong role for the security analyst in evaluating Euro-
pean companies with documentable opportunities to
outperform the overall markets through diligent re-
search and judicious company selection.



But analysts — and research directors — should
not delude themselves into thinking they can compete
and win against local investors on the basis of a casual
commitment to European research. Sending a domes-
tic analyst on a periodic ten-day blitz across the conti-
nent is simply insufficient, because even the most
basic ground rules of company evaluation are
significantly different. Accounting standards,
financial reporting procedures, and taxation systems
all vary widely between countries within the E.E.C.
community. Depreciation techniques in particular
often differ widely from those encountered among
U.S. companies. To cite some notable examples, the
accounting employed by Japanese non-life insurance
companies is a classic illustration of the use of reserve
accounts to significantly decrease reported earnings
relative to U.S. accounting standards. Brazilian ac-
counting can be especially bewildering to the outsider
because of the unique calculations performed to sys-
tematically adjust corporate earnings and assets for
the effects of inflation. Moreover, the international
security analyst must comprehend that the stock mar-
ket regulatory environment abroad runs the gamut
from countries like the United Kingdom and Japan,
whose stringent market supervision compares favora-
bly to our own exchanges, to some of the smaller de-
veloping markets where government supervision is
virtually nonexistent and strict caveat emptor prevails.

Another potential concern is stock market li-
quidity. Certain foreign markets such as Norway and
Denmark have only a handful of issues that enjoy sub-
stantial trading volumes by U.S. institutional stan-
dards. The Japanese market, however, has experi-
enced months in recent years when total dollar vol-
ume has exceeded that on the New York Stock Ex-
change. To estimate aggregate marketability in major
foreign stock markets, the dollar value of market turn-
over abroad was estimated, again utilizing data pub-
lished by Capital International Perspective. For all of
calendar year 1974, the twelve largest stock markets
abroad together recorded 87% of the dollar trading
volume of the New York Stock Exchange over this
same period. For 1973, the comparable turnover figure
for the ten largest markets outside the U.S. was 81% of
the NYSE; for 1972, it was 88%. In light of such evi-
dence, the often expressed view that U.S. institutions
cannot invest abroad because of marketability limita-
tions looks highly suspect.

The manager of an international equity port-
folio must also be aware of the currency dimension in
his security positions. If desired, holdings of securities
denominated in most major currencies may be hedged
against the dollar through forward market currency
contracts. Naturally, such transactions have a cost

which can, over time, become significant. After the
massive currency realignments that have occurred
over the past four years, however, we may now be
entering a period of relative quiet in foreign exchange
markets where currency changes again become a sec-
ond order factor in the performance of international
portfolios.

The international investor must, of course, be
aware of administrative restrictions and the tax treat-
ment of nonresidents’ security holdings in each coun-
try where he invests. The most common tax encoun-
tered is a source withholding, often at a rate of 15% of
any dividends paid. A U.S. tax credit may often be
claimed to totally or partially offset these levies, how-
ever. In certain extreme cases, such as Brazil at the
moment, government policies and restrictive tax
treatments interact to make it virtually impossible for
the outside investor to participate directly in the local
equity market. Even in Brazil, though, the govern-
ment has recently authorized special investment
funds for foreigners which are now being organized.

PERFORMANCE RESULTS

Investment professionals tend to be skeptical
about claims for superior investment approaches,
especially for those techniques predicated upon a new
analytic methodology they may not totally com-
prehend. In the interest of dispelling some of this mys-
tery, we will summarize Putnam’s actual investment
experience with international portfolios.

After extensive research and historical simula-
tion studies, the Putnam Management Company
began in early 1971 to manage a pilot portfolio using an
internationally diversified management approach.
Additional funds have been brought under manage-
ment subsequently so that approximately $40,000,000
is now being invested in this manner. Over this four-
year period, we have maintained as consistent an in-
vestment philosophy as possible. Its essence is as fol-
lows:

1. These international portfolios have remained as
fully invested as possible at all times, consistent
with sales and redemption requirements.

2. Portfolios have been constructed to take maximum
advantage of the diversification possibilities across
world stock markets. A modified Markowitzian
type of portfolio selection model has been periodi-
cally employed in setting market-by-market in-
vestment objectives. Typically, investments have
been held in seven to nine different national mar-
kets.

3. Within each country selected for investment, we
have sought to maintain a diversified list of high
quality companies. Whenever possible, sixty to

123



eighty different issues have been held in these port-
folios.

Table V presents a statistical summary of the
performance results achieved on an investment in
these international diversified portfolios from early
1971 through the first six months of 1975. The cata-
clysmic events of the past four years — especially the
Arab oil embargo, the most severe domestic bear mar-
ket in forty years, and massive currency upheavals —
have provided an extraordinarily severe testing period
for an international management philosophy, but
these numbers illustrate the favorable return and
low-risk characteristics which can be achieved
through an international diversification strategy. As
an illustration of diversification possibilities, it is espe-
cially noteworthy that movements in the NYSE index
only explain about a third of this portfolio’s per-
formance (R squared = .35); NYSE moves normally
explain 80 to 95% of performance for typical U.S.
equity portfolios.

FURTHER POSSIBILITIES

As almost everyone is now aware, the U.S.
government’s Interest Equalization Tax on foreign
security purchases as well as the Federal Reserve
Guidelines on foreign portfolio investment were
abolished in early 1974. As a result, there are no U.S.
governmental constraints on foreign portfolio invest-
ment by U.S. institutions at this time. Once a few in-
trepid investors begin exploiting and publicizing the
gains possible through international investing, will
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the sophisticated U.S. investor be satisfied to keep all
of his equity investments in our domestic stock mar-
ket?

TABLE V

INTERNATIONAL PORTFOLIOS —
PERFORMANCE SUMMARY
March 24, 1971-June 30, 1975

Total International Portfolio Return +30.8%

S & P 500 — Total Return +11.6%

NYSE Composite — Total Return + 8.4%

U.S. Growth Funds Average - 6.8%
(21 Funds)

U.S. Common Stock Funds Average - 3.7%

(24 Funds)
Standard Deviation of International Portfolios
Standard Deviation of NYSE Composite

2.0% per week
2.7% per week

Total Portfolio Variability (S,/Sxyse) .7

Beta Coefficient versus NYSE Composite 4

R? versus NYSE Composite .35
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A global approach to
money management

Here “’global”” means more than you think, time emerges as a hero,
and history provides portfolio management techniques.

Francois Garrone and Bruno Solnik

n recent years a vast amount of empirical re-
search has led scholars to believe that the capital mar-
ket was efficient or nearly so. It simply recognized the
intense competition between skillful analysts and in-
vestors and the rapidity of stock price adjustment to
any new information. Similarly, some portfolio man-
agers came to the conclusion that it was difficult and
costly to beat the market consistently. This leads to the
development of “index” funds or at least a change in
portfolio management strategy where the short-term
speculation attitude is replaced by a long-term
perspective. Similarly, the risk-return, efficient mar-
ket analysis coupled with recent dramatic swings in
the market implied a shift of emphasis from the search
for go-go return to improved risk diversification and
protection against inflation.

The purpose of this paper is to present a global
approach to money management and its application
by the second largest private commercial bank in
France. This bank has a century of experience in inter-
national investment and money management.

The first part of the paper will briefly present
some elements of empirical evidence and theoretical
arguments, and what seems to be their operational
implications. The application to an integrated system
of financial analysis and money management is
sketched in part II. While the conclusions presented
have been derived in the French environment, they
apply to a highly diversified international portfolio
and should be relevant for everyone; besides, compa-
rable empirical results are presented for the American
investor.

WHAT HAVE WE LEARNED FROM THE PAST?

Market experience and theory would agree that
asset prices reflect expectations, especially about fu-
ture inflation and growth rates. Stock price fluctua-
tions will be influenced by the continuous revision of

forecasts of inflation and growth prospects made by
investors. This is the definition of an efficient market
where investors try to earn a positive return and act
accordingly on a very frequent basis so that prices
adjust rapidly to new anticipations.

In arisk-averse world, competent professionals
are searching for new information and trying to earn
positive (real) returns and therefore protect savings
against money erosion. Investors will incorporate
inflation in their discount rate, and in general, asset
prices will adjust to provide a positive expected real
return (the “risk premium’’ of the theory). But we all
know that expectations might fail, especially in the
short-run (risk). In periods of dramatic variations in
the inflation rate (and inverse movements in the stock
markets), we like to think of isk in terms of probability
of not beating inflation and/or taking heavy losses.

The recent crisis has stressed again the im-
portance of good protection against inflation. Europe
is accustomed to fairly high inflation rates (especially
France), and beating inflation has long been the objec-
tive for many portfolio managers on this side of the
Atlantic.

An empirical analysis of the past leads to opera-
tional conclusions for money management: Charts I
and II report the performance of a selected list of in-
vestment media over the past 25 years.! A quick look at
the graphs and the statistical<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>