2024-2025F £1L X ZAEA  HlawF ] 5 iR
EFI)ERENRZFHINARRRE
1. TR R 5 1 EE R RS

1.1 MNEIRR 5 A S B FIRE TR KR

SHREMTINEFEREBELIEZ+FEFERTRIMEMER S HIENG EZE202445F, M
X % (High-Frequency Trading, HFT) EX ENETHMAR SLLEBTRE, EERNBHUEFE
BENEET R €K, ERMHFTRIEBFEEBTEEMRERDMET AN MMTIZLE, 5l

1833 1R B BA 54L& (Queue Position) 3% 8] 2 91T B 57% F T i (Order Flow Imbalance, OFI) &
MM E . AT, BEEFPGA (MZ I mIEIBES BWHME RUR K ZAIRESIZEMHR, 4
M REZRLRKEER THSE5EEFNEESFEERR T ERETN,

=

LA, THMNEHENEIREE RS LRI, —AE, RIEHEARKRE R EERE
Rz BMEERAEHIN, ARRA, RIEEERHFTEMBRATEEXEHABREZHET
M RIME, MR EHER KRB AREARERNERES . H—A@, sBL(FX) Emizm
WM G FE—— RGN FERIGE G ——XN BRI B F 52 A AR T gk
B2 XEREFEASEEMYINSTELRES, EEMLEITEEE (ANVAR, Co-integration)
ELUHIREERMEMREER,

AUHESET, 2tXSUACEXEELAMNEFIZR+ L HEBEER "R inE iR E 2 #EZ
B ASNELREEE IR AR AT EETLREMETF T REF (Hand-crafted Features
), AEFHXERFRATLERAREEMHNFZZIBER G, IHAXTNEAXBERELR,
MEFFEERTRIEHFEFTENNEEMER ., HEZ T, WmEIHE S (End-to-End Learning)
VR R E 1 LU B RO AR FR 1T 858 (Limit Order Book, LOB) IREB S R E R X HIE N M A, B3R
MBI ST REME SR RICHFE, MMAERIE(SEE L (Signal-to-Noise Ratio) FI3R 55 1 16
MY BN M AIphalE 5 .

1.2 WIFEREMES ARRIT 258 (LOB) ME 4 2

RRITE % (LOB) RRE AR ZHHEZOMHIER™, EBRTHRENZITZ EFAERRRRHR
B AETHRXNBFERIHRTER. A TENREFIRE, LOBRIFEREHEE
ENS4HKE.

wEmLGIREasZmmng N uunsinEeg wF—rzEn D miTes, g
s takasng T agt 4D 284

Ty =



ERESINAS, BNEELE— HenEEn L mmks—4+ L X 4D w=dmes,
X8 LOBSIRTE L4 £ 0L T 2 5B B G . X Fh R 5 B M 4 T 1 EHLABE (CV) Bk 7E
SRS R R, AT, 5EABEGRE, LOBKIEEAMIEHEM:

1. ERRJLERZEREE: MEHEA 2 REEFIEEE, BXRKRMNZE (Spread) BFHIBEILH,
2. RIFMHETE: HFREFRELNHREREKSY, BEEXRENKES ML
3. EEZEFRME: HIFMZRIT S MHETZINS (Regime) BIUIHRMREIZIZE L,

AT RIX XL, 2024-2025F AR EHRFEMLEME—LAEREGTEEHRE, a0, R

F B35& N #Z-scorefrfE b, 2 51 AFEIR1E1E R (Stationarization Module) 7S M A 7
, ERAMIES ST MNFRAETIE 4 ot HXLOBHRIEM ZME, IR EFRERITFERK
7t (Message Flow) 51T £ & R B8 (Snapshot) lHE S I ZES WA RN, LR EmEthERETHE
sl h,

2. 8T ZE 4 piEE  MBTREIEE A ALHI

HEERHEZ ST, EHETNREER BN GNO0ZMEJLH) MMEEEsN A B B FE 4 (
Mid-price) £#, RHMEBRBAKEMER, IERE, X—TEMEFRENEFT T MERBEWME
(CNN) [ BB SR 4 (TCN), B 2| Transformer & 2K (VIT, TLOB) BIRR &K,

2.1 BRMEMLE (CNN) WE R I 5 FIR

DeepLOB #£ %! ° 2| FACNNAZELOBHIEH B2 X T/F, M T REF I EHFTHEM A K
1% . DeepLOBHIR 1T R B R FLOBE & B B &R 4E X 1 -

o ZEHFHMIE: R—MHTLEFERZ  R=MHELTHRERS,

o MNEBEME: HATNLIMTIZRSEERHE—RALHIFN,

DeepLOBZE A T 2l inceptionEHRAL & 1T, &I 31T HIE IR K 2= (Convolutional Filters) &

B rRNERENET. 24ms, eam (1L,1) (3,1) 51 (5,1) zrRRTHERK
S BIUS IR TR | R R A U R R RE S R AR RIZ MM ER (
Feature Maps) BB, EEHAT—MLSTM(KEHIZZME ) B, LA i d g
P

R&DeepLOBTEFI-2010F E A SRS LB T A SMNSYMIIMLPER!, (EH FRMtHh B &
£, B%, CNNEREZE (Receptive Field) 2[R FE&RZMRTHMBRE, ELUHIR KEEMN
BB, HR, LSTMIESRMETITES MRS TR HIERE, BALEEKFES (T
NTick) B E IS4 B SE SR B XBS . kb4, DeepLOBXY % A S4E B9 HE 51 IR 5 81Uk, R Z 3T LOBINER
EEXTENH (B AIELE T ) WEXEEREND

2.2 FHRIBIM S (TCN) : IR 5 RICIZA T &
A 7 FARRNNSSEE (SOLSTM) 7 TH B AR RO KA 51 248 E 3R, A B TRM 4 (TCN) #2024



FERHREHRZETIZXE . TCNEE T HRMEBMFTITERBNF IR R RAR, K
AHFTHMES A NIRZEE.

TCNHZDEMEBE =X BAH:

1. EE%M (Causal Convolutions) : FEE ! WHZIMTNUEKBT T wzl k2 aTHaBA, ™
[ 2k k15 Bttt 5% (Look-ahead Bias) . XX F &R BIFHNFTNEXEE, ANFEREZRXMN
REHIE M BN S HENE R 0SB RE,

2. 72iF%7% (Dilated Convolutions) : 5833 7E & #% 8 2 35 A Z25R (ENBKST 2R 43 8 A), TCN

BB LSBT KBS, B, MERY K wem 2REK ¢ BEgEy 2" o XE LR
E—TREMNMEHEBERKMARED, MMAKIFIRLOBFEMN “KIBIZE" (Long
Memory) $5if —— BN H ARSI RF R SR A ZRTHK S EFEEHE X,

3. FEEiE#E (Residual Connections) : 3{l FResNet, TCN5| AR E R LI 3R E M &80
GIREM, BHILEREMERIE,

KU R, AHRMAEEOKET, TCNMUIGMEEEREEZRFTLSTM, ERESAE
1B, EHIRIEL M A E, TCNRIE THASKCNNERMEED, FIRELEER L ERH
REMESRKIEN °, AW, TCNELBEEKFEFINPHESEM] BEHSHERENERLEN
ERTIZIREZL BB SR,

2.3 TransformerZEHIER : ERANFEIRTE S

Bt A2025%, Transformer 22+ (& HR2 KM E B EREAE N EHEE HHLH (Self-Attention),

FIAAEEEX ST GIEE S A, FLSIALSTMACNN R B LOBRIBMEIRFE . 5

CNNXIBER4FIE. RNNX T FFEIAARRE, Transformerfe B EEITEFIFEERMIBEZ
B MR X R, TILEMNHEESIEZE,

2.3.1 ViT-LOB: FHiT £EBAW N SE K

ViT-LOB 7 2Vision Transformer (ViT) ZE £ Bzt s el gr i ., g zg T X 40 gy opmtzeek
ENRN—KBE, FEHEVHSAETNIEEEMN "N T (Patches) , B Patch#E & HERER—1
mE, RRBAARES,

o £REZE: ELOBHZH, ;EZ (MLevel 10) B KFHE £ (Whale Orders) EE £ X iz
ErEERESD, #mEiElevel 1IMRREMNIE. RENCNNFEL RS T REFXMRERE
BREIXR, MVIT-LOBMBEZENHGI AT LAEE — B EEEIL XM KIEEEX
BX,

o (IE4mIE: AT Transformer KGR EZFFIINFRE, M5 ALLE# A (Positional
Embedding) LMRE R EIREE R, XA, I3 MA0E SRS L E € B IE5X (I B 4miB
BEIE RS R R RO IE A BT AF1E -

2.3.2 TLOB: ME ;= DAL HI 9 ¥5 M 1L %Il 1E
AT H—DREANLOBMME VIR FENTEE S, FTAITLOB (Transformer for LOB) B E M H T “ M



F;3E 1" (Dual Attention) #L#ll ', ZEMEEFWANFITHIEE NER:

1. BE B:EE 5 (Temporal Self-Attention) : R B BEHMITETEANE, ZHADRBHFH
FF 51 dh s L X At ZI| (N3 A RO KR 3R . R ah TR Rl A48 ) XY BTN R A EE , X T4
FESENERENZREXNEFNE, RETERSESNHMUEH,

2. %%1E B;XE 71 (Feature Self-Attention) : R EFEH (MBI E) ITENE, BiIRTR
Mz BMAEER, flin, BRAESAI'E—sNAV 5" R=2MI8IN" Z RIFER
IR RIZERL, M FURMAE T B

KUERAEBRIED

FEFI-2010F e B 23X 5 A (LSE) M sl sz &£ £, TLOBFE TN FA 2 (F1-score) F1 & FI 88 5
L& mEiEH T DeepLOBFITCN, 5l 2 M 4RI 21K 30 (High Volatility) &, TLOBEIIH T
FrRMIEEME, BB A EEN TR, KM, TransformerZB M EitE & =E (

O(T?)) e riamins 5h % bt S, REVIT-LOBEPatch{L B 1E T 51K, {8
AR ROEETRED NS5 E AR BRI E TG NS S (ENE6T ) .

UTREEET TREMFELOBTMNES P HIRFIEXT L -

Bttt DeepLOB TCN (Temporal ViT-LOB/ TLOB
(CNN-LSTM) ConvNet) (Transformer)
B L BERER + EIRE REER + ZRY BiEE AHLH
5| 5K (Global Attention)
X525 BERZ R B#RYT X LREE
FHITIHE BRE D FH1T, SEE2HAT SEEHFIT
LSTME& 1T
KigIZiie 155 (LSTM#EEE ] G hos
&)
HEIRIER h&E 1133 = (Ftk)
M L ¥ fE R E (BREHE) hE = CEEAARBREI
1t)

3. £ KAIGTZELL AT BE M ERAVIERE




H2EREHEAD, HEHIERAREKR, BREFRERE—FE—NEKRER (Sample Path) , iX
SHMTERMNRDER  — 2 RIFITE (2010F N R, 2020F 158 ) MM AR E IR, ERELIE
SN HERBRBEN ZRIEEERIT LSRRG XN AR A & (Market Impact), BI“XL &
MR, 2024-20254, £ X Al(Generative Al), 4551 2 ¥ #81& & (Diffusion Models) BI5| A,
NINESRENTIZELEE (Market Simulators) 244t T E e IR R B X,

3.1 7 #HE 2 (Diffusion Models) 7E LOBAE £l b #4221

BRI T R AT BER A& K LOBRIBRM A &, B R# B FAH “Painting the Market” °, &
BHIRGAN (ML ) FIVAE (5 B8R L, ¥ EREA RSN EFIHRE
MBHME LIS T EERH,

3.1.1 ¥ E LK S LOBAE AL
FRERaESHIRY BRIRMEREREE,

o HIAEIE: FLMESMLOBRBFIAMSHIZS, MIFKIEEN, EEETHIZARMYE
BN Es

o W NEG— P HEAME GEE EETU-Neta Transformerf2843) SE TN & — & FH 00
MIZE S E, Bl &t ERIERS, ERREBMENIEEREREESEZEMMEIAMLOB
|=227118

PMRER, F#HREERMIOBRIEASIT M LEERRT EXTH7, SF:

o KE# i (FatTails): BHENTMBEIREMRIEERIFM, X2 FLSERAITTEIEL
19 4: 08

o HINFERLE (Volatility Clustering) : £FMEIERINE T EXMRIEBHE XM, BIKEKE
I EEREE KK,

o EMHEXM: RETEZME.ELRESTRNTILZAMERIFLEX R,

3.1.2 InpaintingH R 58 = 70
IR T — iR E AlET AU A - 1S LOBRY BN 8] FE 5 UM (8] B % 1L S B {818 & (Inpainting) A1,

o SfriR: AENE L NAUMERLOBRIE (fEHEARE), FIRIISITT SAER 15

g3k K wRIesiE RS ERRE),

o WESGHE: AT ERTEEAHMAMY, BT REFEE, T ERRT LB ETLEY
RN ERR, XA T ST, SEE B T RS R A M R 43 7, X FheE xt
FRECHEEXLEE %5 A0 UELITEAEREEEKT FHRAER (VaR) ZADHR
B

3.2 1128 5. Sim-to-Real 1 1 1

EF4RXAMEBENS RETHELSE (NE FABDESHT BERA ), #58"Sim-to-Real” (MIE
PARIISE ) BT E I RN ATRE,



o X FEXHHE (Counterfactual Reasoning) : X 5 AR LI BERIZ MR INR LT T10
BHEE THRMAIRN?", ¥FEEREBREERERA, EREEHHPERNME
BERI%,

o BIEEIINELT: BIEFEIAGetFEESHEHRITHE A RMKX AT REK SN, EEXHFS
BATIRER (Exploration) Ak m E X F A2, £ EURIRE T — N FHANHERE

. BRI LLE S X414 & B (Adversarial Generation) il i & fh ik i 84 E D R 37 2 (an5Esh 14
BREALIB), B FEAgent I HEEHEHER 2,

4. FERELEIAEZARITEMTRRIFNASEE

=&AL 1T (Optimal Execution) #1fm (Market Making) 2% E#13% 5 I DR R BIE, EZ5EH
fiZ R EIAImgren-ChrisstZ 2!, @ E EF BRI (NN ERM MBS, &P EER),
XTE & IR TP ERERY FEE{EF Y (Deep Reinforcement Learning, DRL) &X 5
RRREEEF R, B ENELE. FFERNTHDS, ERAZTEBHRRE 2,

4.1 B/RA[ KRR KT FE (MDP) IR b 11t

DRLEIFLIN 5B R KIEE L BUR FMDPRI 1T, BIIKZSZE B (State) . sh4EZ2 (8 (Action) #1122
# (Reward) BIE Yo

4.1.1 IRASZE 8] B 2 4E AN

EHMAgent R ME R A MK TIZBRAEEN AR E VRS EH St masUTEE

26.

W EMIFE : ANOBE M IR . ERM = (Spread) . FEIMTILE,
1T 8 FRAFE : SR RAROIT R A1 (OF1) . B R RAS 11 (TFI) , iIXLEIEFR 2 TN EHA M & E
BERIES,

o FAFIKA (Private States) : AgentZ AR € £ (Inventory 4t ) | FIRAITESE (Time

Remaining T —t) B%xMES (Realized P&L) .,
o AN : KNETNE. mHRINEEL.

4.1.2 Bh{EZEE MIE S

t5 S IDRLEIF % F B BS80SV 22 8] (10 EA/Se /3%, s ane 1), % ore
;% (40PPO. DDPG. SAC) X B 45 fE 22 8], {15 R BE 1 T hnsE 40 24

o HEMME BHEANTFrANESFEEE O, B Pimit = Pnia £ 6
HENE BHEKNTETH AHAGNRETSEEDSFELE AN,

4.2 R IIE 5| S EREHILIIEIERS



¥ SR B R TE T Agenti{T N g, ERARITHES D, BFRSEAENERERR
SHRMegA, RRnEs o @ m T USRS INAUERE ¥

R, = AW, — M(IS) — Mg — XsVolatility,

V- N, !/ \-,—/ —
INEME SIIEROET EFET JRURR PR

1. SKIER O (Implementation Shortfall, IS) : # = RFRINITME 5 EEMAE AR KA ZIRIE
XY Arrival Price) 2 RIS Z T, X2 RITREMNZKDIER.

2. JEAPEERES (Inventory Penalty) : 220; TLARMHERBERDYE BHESDE0

HRERATIHRE N FHRTEZE, ZETITTHNE A EerantE b 2Ensek, 8
FAgentEXR ZELRTE R, BHIEES,

3. MBS EERM: MEKRY, 5IAE—LHEERE (Dense Reward) LLARERITE RATA
F W B2 Fh (Sparse Reward) 82 & Z & 4 sk, ARG ZE 2,

4.3 X REE/EZ . PPO vs DDPG
FEEE%E L, PPO(Proximal Policy Optimization) B T2 £ RiDRLAIE FRiER 25,

o TREME: PPOREITE M sk B& L2 (Policy Ratio), [RHIE RS HEBHMIEE . EEFRK
HEMBIET, XZEXEE, AN —RETHRESHHEEH TRESBERBAIE RS,

e DDPG (Deep Deterministic Policy Gradient) 5SAC (Soft Actor-Critic) : X3
Off-policy A AFI AR LERE, BRAIIFELFIFLENR, SACEIATHRKMIM, &
AgentiF R E ZHMKEL, B LT R IKSEIFBERAL >,

TREGTTFRRLEEZERZZRPHIERAM:

ik FH FEZE(H] 9= .31 ERY=
DQN Value-base | E#k YIZRAB 3T 18 ELAEE | FEMARE
d B OEEARK HAEZTE | TN, B
"k , WETTR R fh
iE
PPO Policy-base | E4E/HEEL REMES, HEARRER £ T
d EiEME, & =
BS#HATE | (On-policy) | #REIEIIT
%
DDPG/SAC | Actor-Critic | #E%t HEARRES MBS Rk FERSRE
, XA HERE 5 E &R




2 B THEE

5. i5EmAlpha: B#AZ M4 (GNN) BT =718

ERNEMRZER S X R — BN RFIFE. AW, IREmTmZE—1TeEXKNE
G, FULELES, RRET. BERNEFHEIRENG, EEREZBEFESE & MR X
R, BHEME (GNN) FEXBEXMEFRMEKBXRIBETERANWIE, ANZEREEET
Alpha (Cross-sectional Alpha) BIET:A A M °',

5.1 BEMpMmE: MEXFIRR
GNNHI#IDTE T B (Graph) 8438, BIE X5 = (Nodes, R &R ZE) #1i8 (Edges, KX X R) .

1. BAEXE: ETEXRTRIFERE, flin, FAHNERIESFHAEINEFAE, KA AT
W ERAERBITILARRE. XMELEMIRE, BalstiFE, XiERMTZNERZ.
2. AKX E (Learnable Graphs) : RFMMEME FMEKIEFBIFEIBLE 2,
o MEXMEYN: AEIMNEEOTERZRAMNE FTREXRHEBEER, IDEHPIEE
R o

o WEIET . FerElE A ANERMTIIGS Y. B RAELNRAELE BT
BRI RPBLARERELRRMBEXK BN, ERRBFBEATESERBULTXH
RRBREESUTEMNXR).

5.2 STGAT: N ZE BT E MK I ZR ¥ fEHT

STGAT (Spatial-Temporal Graph Attention Network) *' 2 iZFugift RIEER ©oIFHMEMES
T EEE AHLH (GAT) FO6t B B 512 2 (AN TCNEKLSTM) o

o ZZARA (Spatial Aggregation): S FEIFRE ¢, GATRBT T E N RS EBET A

JENQ) woiE, xBARE Y 2BitEN RIETHE J mUamaNRE | m
N, Flan, BIRRELRF A, EXNRRABRRAFEANES BB M, MmETE
“EIUAR /BRS8N o

e H}E;®E{L (Temporal Evolution) : 23 ZRREFMBFMELES TEHTHMXEKER, MEH
W AZIREAER (ANTCN) &1, LUEIRIREB B EETNE,

o FEEMNA: RN THHIESETE (Oversmoothing), STGATEE I AR EERE RETABS
B R IR 4FALE -

Alphai@ it 5 RS K THE :

SRR &R, 51 AZEEE B RISTGATHE M 2 A FiE AR RIR A, EEMLTHILAILSTME CNNIE
B OEANRAETZAERGMHENR (NREEMFZE) B, BLEDRER & LU BS7E N 4% o 1% 18 %
Z, MNTMIZRITRZH ARG FAAMUNXERE, STGATIEBA T “i4a B2 B " (Spillover Effect) 2%



R 5 A 2 EIAlphask iR

6. tREUERE : FPGATEHINE 5B G itE

FEHFTYUE, “REBIAlpha” 2K EMERE, BIERETERERSHREERIER, INEH#
LR (Inference Latency) &, RSN EEITELTIE R AN, ES5HICPU/GPUEM
RFRERZAE. PCle R&AMMEFTING, BE REREENRMWIER, BHFEERATZENE
of (Jitter) . A T 4% 8 ZxMTransformersk CNNIZ R BB E 2|32k b, T FPGA (F17 7] 4mi2 [ 1REF1)
RORE RN B AR B T b 3R T 36,

6.1 LightTrader% 4t : £{HE b R 1% 1T A4 8258

LightTrader *®* E— 1M EHBRRBRE YMWAI-HFTRS, BR T 0@ 56 i E1i& it (Co-design
) 2B T BEAR PR o

o &FR/KLZEH (Fully Pipelined) : LightTrader7EFPGA L3REL T Mk #E B #2471 (UDP Parsing
). 1T &R (Book Building) . $5E 1R ER . 4= B! HEER 1T 8 4 Bk (Order Generation) I £ 5k
FRREME, BB RAFPGANEIEZR ., T2 5N TCPUMIRERS, AR TPCleft It E
KFF4,

o EHIMEAINESR (CGRA) : HINEMERIUTERZELMIFR, LightTraderfEFPGARN BRI 2
TETCGRAEMI E AT EHIFESI) B E FANIRSR, X TR E XS 5B R SRE BT T IR BULAE,
&AL T FESRAMBI & A ZE, H4 T XHE:EDRAMII 5[],

o PERETKER: R HIEE R, LightTraderf# Tick-to-Trade (MUK EI{TIERI A HIT &£ ) AOlF B i

FERFREE| T ** 0% (L) LI, L TFEMEGPUAERTERIMHESR, BERK
AR/,

6.2 188 21k (Quantization) : ¥5 E 5 1% E RO 1

FPGARI A £ &R (DSPF;£ %% . BRAM7E i 28) B IRE AR, N THERMEENEZEAFPGA,
HABATHHMERESR, EhRXBMEREEL Y,

1. INT8E1L: [FHER R ARI32MLFE AN E (FP32) ¥ N8I E A B (INT8) . ZEFPGAL, A
SBERMUEER MEEZENEERBEZVTZAEE, IEKRHA, 2384 (Calibration)
BIINTSHEZ ELOBTNMMES LB EM L EE /N F0.5%, T2 EEZEENRA,

2. Z{E/={EM% (Binary/Ternary Networks) : 5 &t 5 % 2 E B #5 {—1,1}

{=1,0,1} szt @ icim 8 i Teka B 440 o 82 49435 B (XNORFIPopcount), b
LA RAH+HEHNERE, EAXESHWR—TENREETRE, BERSINAEREELTZEH
, XA EERESM,

3. ;R&¥E (Mixed-Precision) : X TransformerZE X $#ES8URMZEN, ZRAEARESERRE:
AR ANFIM R BITE (WSoftmax) RERSHEE, MELEEZEEFERERE,
LightTrader5 2 S EBS BHHLNEHEZRTE, B N E—EBEMEIHRLNMRERE.,



FTRER T RATHEESEHFTH S TR R A ARt

EE R Tick-to-Tr | #3) REM FrREE
ade ZEiR (Jitter)
CPU BATTE, 10 - 100 = (%0S% | & i
FTMH1E 18 ) (C++/Pytho
n)
GPU RIGFFIT, Es = & (CUDA)
- 100 Hs$ -1
el
- ms
FPGA 22 [|] 31T, <1 S RAE (FATE & (FER =
TIKE& %) BE) (Verilog/HL
S)
ASIC TRERE <05 s RAE RAE (7T hE (GRA
B ' ) R AK)

7. ERE AFRTFRERESDTHMBEM

REZEZFIMBEEIEECXSFTMETEZHE, BIEEPREERHE G K& OPE:
W ERIET IR (Non-stationarity) FI#2 24 f) A< a] 2 B4 (Black-box nature) .

PARNEE S e RPEY VRN i 4: 0k ik~

ST RITEILH, BB ARENBRK. TZEENS5EEEHNTEMAEZE(
Concept Drift) , = £ A RINEEMER!, ATRERE N HiARegimeI YR E AR A MIE LK.

o TELIBEZT] (Online Incremental Learning) : A RBE2—XGKEEH, MEWHE
FHFENEREMNMIASH SN RENITERENRE THREEXK,

e i5i&E R (Domain Adaptation) : fF R EMTHKRSUA T RB ", F XS 4 155E B (
Adversarial Domain Adaptation) #iR, & A LIZE RIS EATIZRESTLT X" TS
fE” (Invariant Features), MTMTER NS AT A E h th fE R FRERMTNEEH *°,

o JEFEIRTransformer: &FTHIFERZ FF I8 FER X IEFRRETEF 5% it B9 TransformerZE
1, B 5| A FFR{EFEIR (Stationarization Module) #1% T2 1L 3R (De-stationarization
Module), {##& 27— LB EE B 2 I B FRE, REHEIRE HESSMRETN .

7.2 A FERREAIXAD - BILEEMESR




NTFEEEFREHELEEME, TEXTERRUNREREINENEY  XARREEITH
BNRE ARZRFRBIRE ¥,

e Shapley Values (SHAP): ETF{EFICMA L, B RATEE T RART (N"X—iEe
=) XWER R ATUNE R AL PRITER . I RAZZ TN 48 LK, SHAPERTLEIRR 5 A E
NUEEB @R R SREHE" Y,

e Attention®[ 1t : X FTransformert®®!, @i 44T E S A E (Attention Heatmap), AT LA
E VL R A B 7E B R SR 325 T [ 58 £ A9 A B[R] ER 31T S S A M A R 48, IX AN AR
TAERNERMER, TRERABAAERLXIFHTHZESE .

GiE

2024F 20255, HlHRFEISREZIAEAPECLRZPTHNABELTRTMERIERAT

b 4 % Hh RO pE#% . Transformer 5 GNN IR F T =B BIRT R AR R ENGE 1, FHEEBAETLOB
FEA B ML ; & B Al i3 “Painting the Market”fi# R T 4k 37 = 3R R ERAOMERD, 19 5KBE

EIMFIRLINGIRIE T BEMNELLES Y RERLEEI FEEERAEMITEMHHLR, F5%
BEB7E § B h A b MFPGASE R =1 HRN X LS E B MAIKINE £ T HRiEN
5%, R T AlphaZE M KA K HHLUEH,

RE, bEEEHENMHE—DRAMEENETRARENEANIGE, AFEELCIZHINE
EMZOHAR, MBEAMEBTNTERCNERBEEIRRENNEEIXRGEER NTFE
ENMME, MEESRERER. SHREN. iREESEIERES T —AMAIR IR, #
BERERETERFNHXBUERTF,
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