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PART 1

Answer the following questions about the search problem shown above.
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S

0 a partial plan 5->X->Awould be expanded before S

would be expanded before S-




[image: image2.png]PART 1.1: 3.0 POINTS

What path would breadth-first graph search return for this search problem?
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PART 1.2: 3.0 POINTS

What path would uniform cost graph search return for this search problem?
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What path would depth-first graph search return for this search problem?
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PART 1.4: 3.0 POINTS

What path would A* graph search, using a consistent heuristic, return for this search problem?
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Consider the heuristic for this problem show in the table below. The search graph is repeated for your
convenience.

states | h(s)

mo W o w

Q

PART 2.1: 3.0 POINTS

Is h admissible?
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Is b consistent?
© Yes
e No ¥
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PART 2.3: 3.0 POINTS

Which of the following paths would greedy graph search return for the above search problem using the
heuristic h?
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[image: image6.png]PROBLEM 2: SEARCH: HEURISTIC FUNCTION PROPERTIES

For the following questions, consider the search problem shown in the figure below. It has only three states,
and three directed edges. A is the start node and G is the goal node. In the table belo
heuristic functions are defined, nurmbered Ithrough IV.

, four different

h(G)
I 4 1 0
I 5 4 0
n 4 3 0

i 5 2 0
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PART 1.1: 3.0 POINTS

For each heuristic function below, chack the corresponding box ifit is an admissible heuristic.
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PART 1.2: 3.0 POINTS

For each heuristic function below, check the corresponding box fit is a consistent heuristic.
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Recall that domination has a specific meaning when talking about heuristic functions.

PART 2.1: 3.0 POINTS

Which one of the following statements about the relationship between heuristic functions Il and IV is true?

Heuristic function Ill dominates V.

Heuristic function IV dominates IIl.

®  Heuristic functions Il and IV have no dominance relationship. %
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PART 2.2: 3.0 POINTS

Which one of the following statements about the relationship between heuristic functions | and IV is true?

Heuristic function | dorminates IV.
@ Heuristic function IV dominates . ¥

o Heuristic functions | and IV have no dominance relationship.

Show Answer You have used 1 of 1 submissions
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How many states are there in a minimal representation of the space?
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PART 2: 4.0 POINTS

Given that each ofthe two slugs has the actions (North, East, South, West, Stay) available, what is the
branching factor?
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Which ofthe following is the best admissible heuristic for this problem?

the number of free non-poisoned squares remaining on the grid %

min(maze distance of slug A to its exit, maze distance of slug B to its exit)

e
¢ (maze distance of slug A to its exit + maze distance of slug B to its exit)/2
-
-

max(maze distance of slug A to its exit, maze distance of slug B to its exit)
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Consider a general search problem defined by:

o Asetofstat

o Astartstate sg.

o Asetof goal states G, with G C

r function Suce(s) that gives the set of states s’ that you can go to from the current state s.
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For each successor &'

t path from the start state sq to a goalg € G'. You may

As usual, the search problem is to find a lo
assume that each non-goal state has at least one suc:

ssor, that the weights are all positive, and that all

states can reach a goal state in a finite number of steps.

Define C'(s) to be the optimal cost of the state s; that is, the c:
state. For g € G, clearly C'(g) = 0.

st ofthe lowest-cost path from s to any goal
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Select the Bellman-style (one-step lookahead) equation that expresses C'(s) for a non-goal state s in terms
ofthe optimal costs of other states.

e CO(s) = Xyesuces) Wiss')
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PART 2: 4.0 POINTS

Consider a heuristic function h(s) with h(s) > 0.What relation must hold between h(s) and C'(s) for
h(s)to be an admissible heuristic?
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to be the minimum cost of any plan starting from s that is either

By analogy to value iteration, define C (s
oflength k or reaches a goal state in at most k actions. Define Co (s) = 0 for all 5. C'(s) is defined as
hout any restriction on the number

ofthe lows

before to be the ¢ cost path from s to any goal stat

of actions starting from s.

suppose we use C' and C' as heuristic functions.

PART 3.1:5.0 POINTS

Which of the following statements regarding the admissibility of C' and C'y are true? Check all that apply.

¥ F  Cpmight beinadmissible for any given value of k.
T Cyisadmissible for allk. ¥
¥ Let Lbethelength ofthe longest path from a state to a goal. C'y, is only guaranteed to be
admissibleifk > L.

" is admissible. ¥
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Which of the following statements regarding the consistency of C' and C'y, are true? Check all that apply.

x

C'y might be inconsistent for any given value of k.

1
T Cyisconsistent for allk. v
1

Let L be the length ofthe longest path from a state to a goal. ' is only guaranteed to be
consistentifk > L.

Cisconsistent. ¥

=
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[image: image16.png]PROBLEM 5: CSPS: CS188X OFFICES

You are tasked with designing a CSP that will assign CS188x staff members to offices in a satisfactory way.

The building has six offices (shown in figure below), labeled 1 through 6, with six occupants:

o Arjun (A)
o Ziang (X)
o Pieter (P)
o Dan (D)

o Ketrina (K)
o Zack(Z)

Offices can be next to one another, ifth are a wall (for instance, Offices 1 & 6). Offices can also be across

from one another (specifically, Offices 1 &4, 2 &5, 3 &6).

le from offices 3 and 4.

ble from offices 1 and 6. The Golden Gate Bridge i
s ofthe building—South (Offices 1-3) and North (Offices 4-6).

The Robot is directly acc

There are two "hal





[image: image17.png]The following is a floorplan of the building, along with a list of constraints to be satisfied.

North

i, (A)rjun wants a view of the Golden Gate Bridge.

ii. (Kjetrina's office must not be across from (X) Ziang's w
office.

fil. (Plieter must have direct access to the robot. 2N ¥

v. @ackmust be next to (D)an. “

v. (D)an must be acr

from (Kjetrina's office.

South
vi. (Pieter and (A)rjun cannot be next to one another.

vii. (Pieter and (D)an must be on opposite sides of the
building (if one is on the North side, the other must
be on the South side).

viil. No two people may

ccupy the same office.

Keep Constraints Always Visible




[image: image18.png]PART 1: CONSTRAINTS

PART 1.1: 2.0 POINTS

Which ofthe above constraints are unary? Check all that apply.
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In the binary constraint graph for this CSP, how many edges are there? Assume that only one edge is
allowed between each pair of nodes.
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PART 1.3: 2.0 POINTS

Select all values for P that satisfy constraint iii.
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[image: image22.png]PROBLEM 6: CSP PROPERTIES

PART 1: 2.0 POINTS

After enforcing arc consistency in a CSP, if each variable's domain has at least one value remaining, then the
remaining values in each variable's domain do not depend on the order in which arcs are processed from

the queue.
¢ Tue ¥
€ rase X
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In a general CSP with 72 variables, each taking d possible values, what is the maximum number of times a
backtracking search algorithm might have to backtrack (i.e. the number of the times it generates an
assignment, partial or complete, that violates the constraints) before finding a solution or concluding that

none exist:
L 0
e 00
e 0(nd?)
o O(n?d®)
& od") ¢
e oo
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What is the maximum number of times a backtracking search algorithm might have to backtrack (before
finding a solution or concluding that none exists) in a general CSP, ifit is running arc consistency and
applying the MRV and LCV heuristics?
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What is the maximum number of times a backtracking search algorithm might have to backtrack (before
finding a solution or concluding that none exists) in a tree-structured CSP, if it is running arc consistency and
using an optimal variable ordering?
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PART 5

Consider the following constraint graph:




[image: image26.png]PART 5.1 : 3.0 POINTS

What's the size of the smallest cutset for the above graph? Measure the size of the cutset by the number of
variables.
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PART 5.2: 3.0 POINTS
We again consider the above graph. Notice that it has 4 loops of 7 nodes each.
Let's consider a more general version ofthis graph where we still have 4100ps, but each loop now has 72

nodes. How does the runtime of solving this more general CSP scale with 72, assuming we use cutset
conditioning?
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[image: image27.png]PROBLEM 7: GAMES: ALPHA-BETA PRUNING

For each ofthe game-trees shown below, check for which values of & the dashed branch with the sciss
will be pruned. Ifthe pruning will not happen for a
values of @ check "All"

rs

alue of & check "None". If pruning will happen for all

For all questions, choose the tightest bound possible. For exarmple, if pruning occurs for > 1, choose

@ > Lrather than z > 2. Al

for all questions, assume left-to-right traversal ofthe tree.

An example is shown below.





[image: image28.png]PART 1: 4.0 POINTS

All

None ¥

a0
v
IS

=

ST T T BN I Y
"
o

o o

Show Answer You have used 1 of 1 submissions





[image: image29.png]PART 2: 4.0 POINTS

4

Show Answer You have used 1 of 1 submissions

5 .
o All

o None

c a<2

& 222 W

c 2<3

c >3

c 2<6

]





[image: image30.png]PART 3: 4.0 POINTS

e a X
€ None
L] x <1
L] x>1
L] @ <2
L] @ >2
L] @ <3
¢ 23 ¥
e <4
e a>4
e <5
e =5
L] <6
L] x> 6

Hide Answer You have used 1 of 1 submissions




[image: image31.png]PART 4: 4.0 POINTS

el

€ Nore ¥
e z<1

e z>1

e a2 R
e 22
e z<4
e 24
e z<5

e z>5

Hide Answer You have used 1 of 1 submissions




[image: image32.png]PROBLEM 8: UTILITIES: LOW/HIGH

to the casino for some w
d High, w

After a tiring day of eating food and escaping from g cman head

ch are both free to

The two games are set up very similarly. In each game, there is a bin of marbles. The Low bin contains 5

white and 5 red marbles, and the High bin contains 8 white and 2 red marbles:

OO0
0@°0
[e)ele] )
Low High
$100 $1000

Play for each game proc follows: the dealer draws a single marble at random from the bin. If a red

, the game pays out. The Low payout is $100, and the High payout is $1000. The payout i

y among everyone pl dared

ying that game. For example, if two people are pl

ying Low ar

marble awn, they each receive $50. If a white marble is drawn, they re for both

e nothing. The draw

games are done simultaneously, and only once per night (there is no repeated play).
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Suppose Pacman is at the casino by himself (there are no other play

<). What are his expected winnings for
the two cases below? Do not include the dollar symbol ($) in your answer.

i. From playing a single round of Low:

50 v
ii. From playing a single round of High:
200 v
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PART 2: PREFERENCES

Pacmanis still at the casino by himself. Let p denote the amount of money Pacman wins, and let his utility

me function U(p)

be given b me that Pacman is a rational agent who acts to maximize expectad

utility.
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If you observe that Pacman chooses to play Low, which of the following must be true about U(p)? Assume
U(0) = 0. Check all that apply.

X ¢ U(50) > U(1000)
= U(100) > U(1000)
T LU(100) > ZU1000) v
o U(50) > U(100)
® U(50) > U(200)
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PART 2.2: 6.0 POINTS

Given that Pacran plays Low, which ofthe following are possibilities for U(p)? Check all that apply.
X 7 op
" P

-
7P
-
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[image: image35.png]PART 3: MULTIPLE PLAYERS

Ms. Pacman is joining Pacman at the casinol Assume that Pacman arrives first and chooses which game he
which game she will play. Let p denote Pacman's

will play, and then Ms. Pacman arrives and choo
winnings and 11 denote Ms. Pacman's winnings. Since hoth Pacman and Ms. Pacman are rational agents
ith a function Uy (p,m) and Ms. Pacrman's utility with a function Us (p,m).

can describe Pacrman's utility
You might find it helpful to refer to the game tree shown in the figure below.

Outcome of High:
outcomeoftow: O @

Probabilty: 4
p: 0 50 0 100 0 100 0 0 10001000 0 500
m: 0 50 0 0 1000 1000 0 100 0 100 0O
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suppose Ut (p,m) = pand Uz (p,1m) = m; that is, both players are attempting to maximize their own
expected winnings. Compute the expected utilities of both pla
could play:

, for each combination of games they

Pacman|Ms. Pacman E[U1 (p,m)] E[U2(p,m)]
Low Low 25 v | v
Low High 50 V| 200 v
High Low 200 V|| 50 v
High High 100 « | 100 v
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PART 3.2: 4.0 POINTS
Given that Pacman chooses first, which of the following are possibilties for the games Pacman and Ms.
Pacman respectively choose to play? Check all that apply.
X 7 (lowlow
T (Low, High)
T (High, Low)
F o (High, High)
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Now rather than simply maximizing their own winnings, Pacman and Ms. Pacman have different objectives.
Here are five utility functions Uy (p,m) for Pacman:

p ptm  om  (p+m) —m
and five utility functions Ua (p,m) for Ms. Pacman:
m pt+m —p 2m—p logyq(m)

For each ofthe following scenarios, select the the utility functions listed above which best encode the

motivations of each player. A particular function may appear more than once. The first scenario is done for
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[image: image39.png]PROBLEM 9: MDPS AND REINFORCEMENT LEARNING: MINI-GRIDS
s A

y action available

The followi cenarios of the gridworld MDP (as in Project 3). In all cas;

g problems take place in variou

. From an exit state, the or

te and double-rectangle states are exit stat

te X, not shown).

Itsin the listed reward and ends the game (by moving into a terminal st

From non-exit states, the agent can choose either Le ft or Right actions, which move the agent in the
corresponding direction. There are no living rewards; the only non-zero rewards come from exiting the grid.

Throughout this problem, assume that value iteration begins with initial values Vo (s) = 0 for all states s.
Also remnember that the reward is only obtained fter taking the exit action.

First, consider the following mini-grid. For now, the discount is y = 1 and legal movernent actions wil

eed (and so the state transition function is deterministic).

al
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What is the optimal value V* (4)?

10 v
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PART 1.2: 2.0 POINTS

When running value iteration, remember that we start with Vo (s) = 0 for all s. What is the first iteration k
for which Vie(A) will be non-zero?

2 v
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PART 1.3: 2.0 POINTS

What will Vi(A) be when it is first non-zero?

1 v
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After how many iterations kwill we have Vi(A) = V™ (4)?

a0
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They will never become equal for any finite value of k.
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PART 2

Now the situation is as before, but the discount 7y is less than 1.

PART 2.1: 4.0 POINTS

Ify = 0.5, what is the optimal value V*(4)?

125 v
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For what range of values 7 of the discount will it be optimal to go Right from A? Remember that

0<y<1

< 400
For no values of y will it be optimal to go Right from A.
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PART 3

tochastic and fail with probability
2 each. When there is no square
ysin place. The Eit action does

Let's kick it up a notch! The Le ft and Right movement actions are now
. When an action fails, the agent moves Up or Down with probabil
to move Up or Down into (asin the one-dimensional case), the agent st

not fail.
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For the following mini-grid, the failure probability is f = 0.5. The di

+10

What is the optimal value V* (A)?
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v
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PART 3.2: 2.0 POINTS

When running value iteration, what is the smallest value of k for which Vi (

v

Show Answer

You have used 1 of 2 submissions

PART 3.3: 2.0 POINTS

What will Vi

(A) be when it is first non-zero?

"

R Answer: 12
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) will be non-zero?
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After how many iterations & will we have V *(A)?
[l 2
o 3
[
o s
e e

EY

They will never become equal for any finite value of k. %
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PART 4
N er the following mini-grid. Again, the failure probability .5 and y = L. Remernber that
failure results in a shift Up or Down, and that the only action available from the
Eait.
0 0 0
A +1
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What is the optimal value V* (A4)?

0125 v
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PART 4.2: 2.0 POINTS

When running value iteration, what is the smallest value of k for which Vi (A) will be non-zero?

ER L
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PART 4.3: 2.0 POINTS

What will Vi;(A) be when it is first non-zero?

0125 v

Show Answer  You have used 1 of 2 submissions
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After how many iterations & will we have
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They will never become equal for any finite value of k.

nsider the following mini-grid (rewards shown on left, state name:

+4

A

+16

A

enario, the discount is y = 1. The failure probability

sactually f = 0, but, now

own on right).

e do not actually

know the details of the MDP, so we use reinforcement learning to compute various values. We observe the

following transition sequence (recall that state X is the end-of-game ak

sorbing state):
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PART 5.1 : 4.0 POINTS

After this s oftransitions,

quenc:

we use a learning rate of a = 0.5, what w
learning learn for the value of A? Remember that V

uld temporal differenc
ith O for all s

isintiali

XK Answer: 3
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small for conve what

Ifth
would temporal difference learning converge to for the value of A?
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PART 5.3 : 4.0 POINTS

e alearning rate of o = 0.5, what would Q-earning learn for the
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PART 5.4 : 4.0 POINTS

Ifthese transitions repeated many times and learning rates were appropriately small for convergence, what
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