[image: image1.png]QUESTION 1: VALUE ITERATION

We recommend you work out the solutions to the following questions on a sheet of

cratch paper, and then enter your
results into the answer boxes.

Consider the following transition diagram, transition function and reward function for an MDP
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suppose that we ran value iteration to completion al
V*(4) | VH(B) | V()

2416 1.766

Part 2:What is Q"
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Correct: Your ans & enough to the correct ansi 416,

Part 3: What is Q" (B, cour
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Incorrect: Your ans: evaluated to 2.416, w rrect.
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Part 4:What is the optimal action from state B? Enter
clockwise v

or countercl





[image: image3.png]QUESTION 2: VALUE ITERATION PROPERTIES

Which ofthe following are true about value iteration? We assume the MDP has a finite number of actions
and states, and that the discount factor satisfies 0 <y < 1.

v M Valueiteration is guaranteed to converge.

M Valueiteration will converge to the same vector of values (

*) no matter what values we use

to initialize V.
=) None ofthe above




[image: image4.png]QUESTION 3.1: VALUE ITERATION CONVERGENCE

Thi:

arandom on are color

estion. The variables that change with each reset ofthe qu. blue

"
v

ix states 3, C, D, E, anc

arrow from a state x to a state y indicates that it is possible to transition from state xto next state y when go

wil A

n T a simple MDP that h,

tate has a single action, go. An

is taken. Ifthere are multiple arrow qually likely.

s leaving a state , transitioning to each ofthe next states

ayin F for all future times. The rewar
1 of
Ive this problem.)

The state Fhas no oLtgoing arrows: once you arrive n F, you s

for all transitions, with one e:

eption: staying in F gets a rewa

I to run value iteration to s

o‘:.:’o

Part 1: After how many iterations of value iteration will the value for state D have become exactly

(Note: you should not ne

the true optimum? (Enter infif the values will never become equal to the true optimal but only converge to

thetrue optimal.)
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[image: image5.png]QUESTION 3.2: VALUE ITERATION CONVERGENCE CONTINUED
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[image: image6.png]Part 4: After how many iterations of value iteration will the value for state E have become exactly equal to
the true optimum? (Enter infifthe values

ill never becomne equal to the true optimal but only converge to
thetrue optimal.)
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Part 5: After how many iterations of value iteration will the value for state H have become exactly equal to
the true optimum? (Enter infif the values will never become equal to the true optimal but only converge to
thetrue optimal.)
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Part 6: After how many iterations of value iteration will the value function have become exactly equal to the
true optimal values? (Enter infif the values wi

Il never become equal to the trus optimal but only converge to
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[image: image7.png]QUESTION 4: POLICY ITERATION

We recommend you work out the solutions to the

results into the answer boxes.
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Vi (4)| Vi (B)

V(@)

Clockwise | Counterclockwise | Clockwise

Part 1:What is Vil 1 (B)?

0.620 x

0.700 -0.820

Incorrect: Your answer evaluated to -0.620, which is not correct.

Suppose that policy

Vx(4)

Vz(B)

Vz(©)

0.568

-0.864

-0.802

Now let's execute policy improvement.
Part 2: What is Q(B, clockwise)?

-0.802 x

Incorrect: Your answer evaluated to -0.802

Part 3: What is Q(B, counterclockwise)?

-0.864 v

Corre

clockwise v

which is not correct.

: Your answer evaluated to -0.864, which is close enough to the correct answ

-0.620

valuation converges to the following value function, V.7 .

Part 4:What is the updated action for state B? Enter clockwise or counterclockwise.

,-0.864.




[image: image9.png]QUESTION 5: WRONG DISCOUNT FACTOR

Bob notices value iteration converges more quickly with smaller -y and rather than using the true discount

factor 7, he decides to use a discount factor of vy with 0 < o < 1 when running value iteration. Mark each
ofthe following that are guaranteed to be true:

v

) While Bob will not find the optimal value function, he could simply rescale the values he finds
by

1y
1 to find the optimal value function.

P Ifthe MDP's transition model is deterministic and the MDP has zero rewards everywhere,
except for a single transition at the goal with a positive reward, then Bob will still find the optimal
policy.

) Ifthe MDP's transition model is deterministic, then Bob will still find the optimal policy.

P Bob's policy will tend to more heavily favor short-term rewards
compared to the optimal policy.

ver long-term rewards

) None ofthe above.




[image: image10.png]QUESTION 6.1: MDP PROPERTIES

Which ofthe following statements are true for an MDP?

v = Ifthe only difference between two MDPs is the value of the discount factor then they must
have the same optimal polic:
~ For an infinite horizon MDP with a finite number of states and actions and with a discount
factor 7y that satisfies 0 <~ 4 < 1, valueiteration is guaranteed to converge.
T When running value iteration, ifthe policy (the greedy policy with respect to the values) has
converged, the values must have converged as well.
= None ofthe above

Check

QUESTION 6.2: MDP PROPERTIES CONTINUED

Which ofthe following statements are true for an MDP?

v

If one is using value iteration and the values have converged, the policy must have converged
I.

Expectimax will generally run in the same amount of time as value iteration on a given MDP.

¥ Policyiteration converges to an optimal poli

r None ofthe above





[image: image11.png]QUESTION 7: POLICIES

Grand-Pac, Pac-Baby, Ms. Pac-Man, and Pac-Man all get to act in an MDP (S, A, T, v, R, sq).

o Grand-Pac runs value iteration until he finds V™ which satisfies
Vs €S V*(s) =maxeea Y.y T(s,a,5 )(R(
TQrand-Pac — argmaxec 4 > T(s,a,

o Pac-Baby acts according to an arbitrary pol

Y TPac—Baby-

® Ms. Pac-Man takes Pac-Bal
T Ms.Pac—Man-

TPacBaby and runs one round of policy iteration to find her policy

o Pac-Man takes Grand-Pac's policy and runs one round of policy iteration to find his policy TPac Man.

Note: One round of policy iteration = performing policy evaluation followed by performing policy improvement.

Mark all of the following that are guaranteed to be true:
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Itis guaranteed that Vs € G V/Petin () = |/ ThsPuctian ()
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T Itis guaranteed that Vs &
-
-

None ofthe above.




