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Is it possible to have a game, where the minimax value is strictly larger than the expectimax value?
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Assume we run a - 3 pruning, expanding successors from left to right, on a game with tree as shown in
Figure (a) belovi.

v M There exists an assignment of utilities to the terminal nodes such that no pruning will be
achieved (shown in Figure (a)).

M There exists an assignment of utilities to the terminal nodes such that the pruning shown in
Figure (b) will be achieved.

T There exists an assignment of utilities to the terminal nodes such that the pruning shown in
Figure (c) will be achieved.

) None ofthe above.

Check




[image: image10.png]« T Thereexists an assignment of utilities to the terminal nodes such that the pruning shown in
Figure (d) will be achieved.

r There exists an

ignment of utilities to the terminal nodes such that the pruning shown in
Figure (e) will be achieved.

T There exists an assignment of utilities to the terminal nodes such that the pruning shown in
Figure (f) will be achieved.

~ None ofthe above.

Check

Note this is a challenging question, so we have provided an optional hint. It will benefit you most if you first
think about this problern on your own, and then if stuck, use the hint to guide you. To read the hint dlick on
the hint button. Hint

Perhaps the simplest check is as follows:

pruning of children of a minimizer node 17 is possible (for some
assignment to the terminal nodes), when both of the following conditions are met: (i) the value of another
child ofm has already been determined, (i) somewhere on the path from 772to the root node, there is a
maximizer node M for which an alternative option has already been explored. The pruning will then happen
if any such alternative option for the maximizer had a higher value than the value of the "another child” of
for which the value was already determined.
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outcome, MAX should play according to the minimax strategy (i.e. the strategy that assumes MIN is
playing optimally).
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