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Select all of the following statements about CSPs that are true.
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Constraining
s give the same solution as forward

order value assignments (in our case, usual

Minimum Remaining Values and Le.

Value, with alphabetical tiebreaking), arc c

checking, ifthe CSP has a solution.

P For a CSP with binary constraints that has no solution, sorme initial values may still pass arc
consistency before any variable is assigned.

) None ofthe abg




[image: image9.png]QUESTION 3: 4-QUEENS

The min-conflicts algorithm attempts to solve CSPs iteratively. It starts by assigning some value to each of
the variables, ignoring the constraints when doing so. Then, while at least one constraint is violatad, it
repeats the following: (1) randomly choose a variable that is currenly violating a constraint, (2) assign to it
the valuein its domain such that after the assignment the total number of constraints violated is minimized
(among all possible selections of values in its domair).

In this question, you are asked to exectite the min-conflicts algorithm on a simple problern: the 4-queens
problem in the figure shown below. Each queen is dedicated to its own column (i.e. we have variables Q1,
Q3, Q3,and Q4 and the domain for each one ofthem is {1, 2, 3, 4)). In the configuration shown below, we
have Q1 = 3,Qy = 3,Q3 =4, Q4 = 2. Two queens are in conflict ifthey share the same row, diagonal,
or column (though in this setting, they can never share the same colurmn).

You will exectite min-conflicts for this problem three times, starting with the state shown in the figure above.
When selecting a variable to reassign, min-conflicts chooses a conflicted variable at random. For this
problem, assume that your random number generator always chooses the leftmost conflicted queen.
When moving a queen, move it to the square in its column that leads to the fewest conflicts with other
queens. If there are ties, choose the topmost square among them.
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Show Answer

Step 2: Assign Forward

Now that all domains have been pruned, we can find the solution in a single forward pass (i.e. no need for
backtracking). This is done by starting at the lefi-most node (A4), picking ar
then going to the next variable (B), picking any variable in its domain that is consistent with its parent, and

alue remaining in its domain,

continue left to right, always picking a value consistent with its parent’s assignment.

If at any given node there are multiple colors left that are consistent with its parent's value, break ties by
picking red over green, and then green over blue.

What is the solution found by running the algorithrm?
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[image: image19.png]QUESTION 7: ARC CONSISTENCY PROPERTIES

Assume you are given a CSP and you enforce arc consistency. Which ofthe following are true?

& T [fthe CSP has no solution, it is guaranteed that enforcement of arc consistency resulted in at
least one domain being empty.

) Ifthe CSP has a solution, then after enforcing arc consistency, you can directly read offthe

solution from resulting dormains.

P Ingeneral, to determine whether the CSP has a solution, enforcing arc consistency alone is
not sufficient; backtracking may be required.

) None ofthe above.
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